
HEAT POWERED CYCLES 2021 

Conference Proceedings 
Final Version 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

Published by Heat Powered Cycles 
  

 



These Conference Proceedings have been prepared with the manuscripts that were accepted 

by the Organizing Committee of the Ninth Heat Powered Cycles Conference. This material 

aims to assist authors and presenters to easily access the presentations and have a brief 

explanation regarding the subject of each accepted work, including Keynote Lectures and 

regular Oral Presentations. 

 

Art Work and information related to the Conference, Organizing Committee, Executive 

Committee, and Advisory Board were taken from the conference's website. 

 

Edited by: 

Prof. Dr. Roger R. Riehl - GamaTech Thermal Solutions - Brazil 

 

Reviewed by: 

Prof. Dr. Jesús María Blanco Ilzarbe - Universidad del País Vasco / E.H.U., Bilbao, Spain 

Dr. Jesús Esarte San Martín - NAITEC. Centro Tecnológico en Automoción y Mecatrónica, 

Navarra, Spain 

Prof. (FH) Dr.-Ing. Markus Preißinger - Energy Research Center, University of Applied 

Sciences Vorarlberg, Austria 

 

 

 

 

 

 

 

 

 

 

 

HEAT POWERED CYCLES 2021 

Conference Proceedings - Final version 

 

Copyright©2021 is claimed by Heat Powered Cycles for the printed cover, layout, and 

foreword of the publication, which must not be copied or distributed in any way without the 

permission of Heat Powered Cycles. Notwithstanding these claims and conditions, individual 

articles contained herein remain entirely the copyright© property of the authors and 

permission must be sought from them to reproduce or distribute any part in any way. 

  



Welcome to the 9
th

 Heat Powered Cycles Conference 
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th
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technical papers, including invited Keynote papers, the event includes poster sessions and 

two Special Sessions, being one related to Intelligent Thermal Energy Systems and The 

Energy in the Post-Covid Scenario, along with a full social program. The conference is 

concerned with scientific and technological innovations relating to the efficient and economic 

use of heat, derived from all its sources, for the production of cooling, heating, and 

mechanical power either independently or co-generatively. 

 
Faculty of Engineering, University of the Basque Country 

Subject areas of particular interest include; hybrid cycles, ORCs, Stirling cycle machines, 

thermo-acoustic engines and coolers, sorption cycle refrigerators and heat pumps, jet-pump 

(ejector) machines, temperature amplifiers (heat transformers), chemical heat pumps, new 

working fluids, mass and heat transfer phenomena, desalination of brackish water and 

seawater, compact heat exchanger research (including foams and other micro-channel 

research), thermo-economics, process optimisation and modelling, process, and cycle 

thermodynamics.  
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Steamy Issues – why the steam engine was the first implemented 

heat engine and its impact on future energy systems  

A. P. Weiß*1, Ph. Streit1, T. Popp2 

1 
Centre of Excellence for Cogeneration Technologies, Technical University of Applied Sciences Amberg-

Weiden, Kaiser-Wilhelm-Ring 23, 92224 Amberg, Germany 

2 
Center of Energy Technology, University of Bayreuth, Universitätsstraße 30, 95447 Bayreuth, Germany 

*Corresponding author: a.weiss@oth-aw.de 

Abstract 

Thomas Newcomen invented the very first steam engine in 1712 - over three hundred years 

ago. Fifty years later it was significantly improved by James Watt enabling the First 

Industrial Revolution. Today, steam power plants cover about 50% of world´s annual 

electricity demand. Modern nuclear or fossil fired steam power plants are steam engines as 

well – although equipped with large turbo generators instead of a reciprocating piston 

engines. The authors discuss the reasons why the steam engine was invented and introduced 

significantly before e.g. the internal combustions engines or the gas turbine appeared. Some 

answers are given. 

In the 21st century, some countries have already decided or at least consider abandoning 

nuclear power plants as a reaction to the Fukushima Daiichi nuclear disaster. The same 

applies for fossil power plants, in order to slow down the global climate change. Therefore, 

the question arises whether the steam engine or Rankine cycle still has a future? The authors 

are convinced that the characteristics, which were responsible that the steam engine was the 

first heat engine, will also ensure that Rankine cycles will still be implemented in future 

sustainable energy systems. Current and future examples are briefly introduced. 

Keywords: Steam Rankine Cycle (SRC), Organic Rankine Cycle (ORC), steam engine 

Introduction/Background 

In the 17th century, boiling water and wet steam were very familiar to people from daily life 

e.g. when cooking meals. Furthermore, it was obvious that steam can move things e.g. the lid 

of the tea pod. This might partly explain that early scientists and craftsmen, already hundreds 

of years ago, experimented with steam in order to build a heat engine. Thomas Savery was 

successful in 1698 and built his steam pump called “Miner´s friend” [1,2]. However, this was 

not really an engine but just a pump. Thomas Newcomen introduced the world´s first heat 

engine in 1712: An atmospheric steam engine, which was limited to move the piston of a 

water pump in a mine up and down. It was James Watt who improved the steam engine 

significantly 50 years later, by applying a separate condenser, a double acting piston and a 

planetary gear so that it could work in continuous rotary movement and was able to drive any 

machine in various factories. The industrial revolution started with on-site power generation 

and changed the world. Nowadays, decentralized energy supply is again one of our goals in 

order to put the energy transition into practice. 

The gas turbine (Joule-Brayton Cycle), for example, needed nearly 200 years more (1939) [3] 

for implementation, although its functional principle was patented in 1791 by Barber and was 

even tested by Stolze at the end of the 19th century However, Stolze´s gas turbine did not 

work at all due to its inefficient compressor and expander. 
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A major advantage of the steam engine, no matter with volumetric or dynamic expander, is 

its work ratio rW. The work ratio rW of a heat engine is the network output of the engine 

divided by the work performed while expanding the fluid from maximum to minimum 

pressure. In a Rankine cycle rW is close to unity (Figure 1 right) because the working fluid is 

pumped from lowest to highest cycle pressure in liquid state, what needs pretty little work. 

Hence, the expansion work is almost completely available as network output of the Rankine 

cycle. In a gas turbine i.e., a Joule-Brayton cycle, a gaseous fluid must be compressed from 

low to high cycle pressure. This change of state requires far more work due to the significant 

change of specific volume. Thus, rW of the Brayton cycle, as shown in Figure 1, is only about 

0.35 for the given pressures - assuming an ideal compressor and an ideal expander. The 

network output is the small difference of the huge expansion and the huge compression work. 

At practical applications, where the compressor and expander do not work with 100% 

efficiency, this difference tends to become significantly smaller or can even become negative 

– the gas turbine does not work at all, like Stolze´s engine in 1900. In contrast, a steam 

engine might be inefficient like Newcomen´s engine with about 0.5% thermal efficiency [4], 

but it will at least work by itself. In the authors´ point of view, this is the main reason why the 

steam engine was the first successfully implemented heat engine in the world. 

 
Fig. 1: The p, V-diagram of a Joule-Brayton Cycle (left) and a Rankine cycle (right) between 

1 bar and 10 bar and the definition of the work ratio rW. 
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Newcomen´s as well as Watt´s engines were known as atmospheric steam engines. The 

pressure of the live steam which they applied was only slightly above atmospheric pressure. 

Newcomen used saturated steam of about 1.01 bar (t = 101.5 °C), Watt used saturated steam 

of about 1.1 bar (t = 103.3 °C). They achieved condensing pressure of about 0.03 bar, thanks 

to their fresh water cooled (20 – 30 °C) condensers. As a result, most of the work performed 

on the piston was done by the ambient air pressure against vacuum (Newcomen about 100%, 

Watt about 60%) and not by the live steam itself. By exploiting this deep vacuum, both 

inventors were able to implement effective engines which avoided high, unmanageable 

pressures and temperatures. 

Another important advantage is the external, atmospheric combustion or heating, 

respectively. This is simpler to implement than an internal, pressurized combustion in a 

combustion chamber or cylinder. Thus, a steam engine or Rankine cycle can be fired by any 

fuel, even sewage sludge. At the same time any heat source can be used such as solar, 

geothermal or nuclear. 

All these advantages also apply to the descendant of the old piston steam engine: the modern 

steam power plant with closed water-steam circuit and multi-stage steam turbine as the 

expander. Both, the piston steam engine and the steam power plant, consist of a feed pump, a 

boiler, an expander and a condenser by which they implement the Rankine cycle (see Figure 

2). 

 
Fig. 2: Scheme of a steam engine/power plant (left) and the corresponding Rankine cycle in 

the T, s diagram (right) [5] 

Results and Discussion 

Thanks to the benefits described above, the steam engine enabled the First Industrial 

Revolution in the 18th century. Furthermore, it revolutionized the transportation system. The 

railway, driven by steam locomotives, connected countries, big steam ocean liners connected 

continents [4]. With the transition from the 19th to the 20th century, central power stations 

appeared [6]. Their rating rose quickly and achieved about 1000 MW at the end of the 20th 

century as a standard for nuclear heated as well as coal fired thermal plants. In 2017, about 

50% of the world´s electricity demand was generated by steam turbines [7]. However, in the 

21st century, some countries already have decided or at least consider abandoning nuclear 

power plants as a reaction to Fukushima. The same applies for fossil power plants to slow 

down climate change. Therefore, the question arises whether the key technology of steam 
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engines or Rankine cycles, respectively, still does have a future? In the authors´ opinion, it 

does – thanks to its advantageous characteristics. 

Waste incineration might be an inconvenient but necessary task. In Europe in 2018, 166 

million tons of non-recyclable municipal waste was collected and about 29% of it was burned 

in waste-to-energy plants. About 40 billion kWh electricity, sufficient for the demand of 18 

million citizens for one year, was produced by waste-to-energy steam power plants [8,9]. No 

other heat engine is able to convert municipal waste to electricity. 

Almost the same holds true for biomass power plants burning (CO2 neutral) e.g. sawmill 

residuals, coconut shells, empty fruit bunches, palm kernel shells, cotton gin waste, paper etc. 

Many of these plants deploy an Organic Rankine Cycle (ORC) which is similar to a steam 

Rankine cycle but uses an alcohol, a hydrocarbon or silicon oil as working fluid. Figure 3 

depicts the plant scheme of the biomass power plant at Lienz [10]: 

Obernberger [10] in his 2002 paper summarized the advantages of this type of process:  

 “Due to the fact that the biomass furnace is coupled with a thermal oil boiler operated at 

atmospheric conditions, no steam boiler operator is needed and the steam boiler operation 

law does not apply. Thus, the personnel cost are reduced in comparison to steam boilers.”  

This is one of several advantages of an ORC plant for biomass conversion. For more details 

see [10,11].  

 

Fig. 3: Scheme of the wood-fired ORC Combined Heat and Power Plant at Lienz/Austria 

[10] 

Already more than 100 years ago, the first geothermal power plant at Larderello was 

commissioned in Italy [11]. Larderello has been lucky and still uses direct steam blowing out 

of the hot ground in a steam Rankine cycle. However, most of the geothermal power plants 

worldwide have to work with lower hot well temperatures in the range 100 °C – 150 °C. 

Therefore, the ORC technology was originally developed to exploit those low temperature 
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hot wells by applying an organic fluid like e.g. a hydrocarbon which provides by far lower 

critical temperatures and pressures than water. Thus, a higher portion of the low temperature 

heat can be converted into electricity. Of course, there are only few countries all over the 

world where geothermal plants are technically and even economically reasonable such as 

Italy, Turkey, the US, Indonesia. However, the worldwide installed geothermal power has 

been continuously rising for the last decades [12]. 

In the seventies of the 20th century, the first concentrated solar power plants (CSP) were built 

in California [13]. Many other plants have been built since then like the Noor Power Station 

in Morocco providing currently 500 MWel. Most of these CSP plants rely on a classical steam 

Rankine cycle. The steam is evaporated by a thermal oil circuit which is heated by parabolic-

trough collectors as displayed in Figure 4. An advantage of CSP compared to photovoltaics 

(PV) is the option of a thermal energy storage (e.g., salt tank). Thanks to these storages, the 

CSP plant can be operated even during night, if the storage was charged by the solar field 

over day. Again, CSP is not a general solution for satisfying world´s electricity demand. A 

yearly solar radiation of about 2000 kWh/m2/a is required [13] for economical operation 

which occur e.g. in Spain, Morocco, California, Brazil. Israel etc. 

 

Fig. 4: Scheme of parabolic trough CSP plant with heat storages [14] 

Waste heat in contrast to geothermal heat or solar radiation is an energy resource which can 

and should be exploited all over the world. Pehnt et al. 2010 [15] reported that about 80 GWh 

of waste heat  >140 °C  are rejected yearly only in German industry. Assuming a conversion 

efficiency of about 10%, which is realistic for small ORC units, 8 GWh per year could be 

extracted. This is the yearly electricity production of a 1000 MW steam power plant. In cases 

where the waste heat temperature is below 300 – 350 °C, an ORC system is the preferred 

solution for waste heat recovery [11]. In Combined Cycle Power Plants (CCPP), a steam 

turbine reuses the waste heat of the upstream gas turbine (500 - 600 °C), which leads to an 

overall electric efficiency of more than 60% [16]. In future, CCPPs might be fired by green 

hydrogen (CO2-free) or synthetic (green) natural gas and will be thereby converted to 

sustainable energy systems. 

So far, well established applications of the Rankine cycle have been discussed. Beside these, 

many innovative, interesting new ideas are appearing, in order to implement the energy 

transition. One approach is a Power-to Heat-to-Power (P2H2P) plant like ETES (Electrical 
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Thermal Energy Storage) erected by SIEMENS Gamesa [17] 2019 close to 

Hamburg/Germany. In this plant, surplus electricity from wind or PV, which is becoming 

more and more frequent due to the growing share of renewable energies, is converted into 

heat by a resistive heating. The heat is stored at 600 °C in 1000 t of volcanic stone (Figure 5). 

If the electricity is needed again, e.g. during the night, the heat is retransformed to electricity 

by a steam power plant. The power-to-power efficiency is about 25% - not very high due to 

the simple but reliable technology. 

 

Fig. 5: Scheme of the P2H2P plant ETES by SIEMENS Gamesa [17]   

In order to make this approach more cost effective, already available coal fired power plants 

can be equipped with the described electrical thermal energy storages, heated up by surplus 

electricity from wind or PV. In Germany [18] and Chile [19] projects have been recently 

started which put this idea into practice. An option is to use salt storages which are already 

well proven from CSP plant applications (see Fig. 4). The final goal is to remove once the 

coal fired boilers and to operate the plants in a pure storage mode. According to [18], about 

50% of the overall costs of a P2H2P plant can be saved by repurposing an existing coal fired 

plant instead of building a new one. 

As a more promising alternative, the surplus electricity can be used in an electrically driven 

compression heat pump which raises ambient or waste heat to a higher temperature (100 –

 200 °C, Figure 6) and stores it. When the electricity is demanded, it will be converted by an 

ORC engine which could ideally serve as the compression heat pump as well in reverse 

mode. Power-to-power efficiency could be significantly improved [20] up to 70% which is 

almost competitive to hydro pump storage plants. This approach is sometimes called a 

CARNOT battery. 
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Fig. 6: Comparison of the energy and exergy fluxes of a simple resistant heated ETES (top) 

and an advanced one applying a heat pump (bottom) [20] 

 

By far more futuristic but nevertheless already in operation is Liquid Air Energy Storage 

(LAES) [21,22]. Here, surplus electricity is used to liquefy ambient air and store it in 

insulated tanks at atmospheric pressure. This already has become a well proven technology. 

When electricity is required again, the liquid air is pumped to high pressure, evaporated and 

superheated by ambient or waste heat. The air vapor drives a turbo generator, then evaporates 

the liquid air regeneratively in a recuperator and is finally released into the environment 

(simplified explanation). Therefore, a Rankine cycle is implemented using air as the working 

fluid and the environment as a heat source. 
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Fig. 7: Scheme of an Liquid Air Energy Storage (LAES) plant [22] 

 

 

 

Summary/Conclusions  

The reason why the steam engine was the first implemented heat engine have been discussed 

briefly: Steam was familiar in daily life already 300 years ago. Atmospheric combustion was 

and is easy to put into practice with any fuel. Furthermore, exploiting vacuum facilitated low 

pressure/low temperature engines and finally a work factor of almost unity guaranteed an 

effective engine. These characteristics lead to the success of the steam engine as worldwide 

prime mover in various forms and applications which have been discussed without claim to 

completeness. Moreover, these characteristics ensure that the steam engine or Rankine cycle will 

serve mankind even in future in quite new and advanced energy systems like e.g. LAES. 

Upcoming supercritical CO2-cycles, which have not been discussed in this paper, could be 

regarded as direct descendants of the good old steam engine – at least in their transcritical form 

[23]. 
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Abstract 

It is known that the efficiency of ejector-systems (the "system-scale") relies on the behaviour 

of the ejector itself (the "component-scale"), which is influenced by to the local flow 

phenomena (the "local-scale"). Because of these multi-scale relationships, the precise 

prediction of the "local-scale" is needed to support the deployment and implementation of 

commercially viable ejector refrigeration systems (ERSs). This paper summarizes the 

research activities and achievements regarding the multi-scale modelling of ERSs carried out 

by the author. First, a comprehensive validation of a CFD approach for single-phase ejectors 

is reported, encompassing a broad range of refrigerants, boundary conditions as well as 

ejector designs. In this activity, a comprehensive set of sensitivity studies have been 

completed, encompassing geometrical modelling (3-Dimensional vs 2-Dimensional 

approaches), solver settings (pressure-based vs density-based), mesh criteria and turbulence 

models (k-ε RNG vs k-ω SST). Second, the validated CFD approach has been coupled with a 

lumped-parameter model (LPM) of the ERS to clarify the multi-scale influences of the 

refrigerants and ejector designs, encompassing the local-, component- and system-scales. To 

this end, natural refrigerants and fourth generation refrigerants have been compared with 

third-generation refrigerants on different ejector geometries (obtained changing the mixing 

chamber dimension and nozzle exit position). One of the tested geometries has been then 

selected along with R290 as a refrigerant and has been equipped with a spindle: it has been 

tested for different spindle positions and under a broad range of boundary conditions, 

obtaining a complete performance map. The reported results and methods are of practical 

interest, to be implemented in predictive and multi-scale ejector control systems. 

Keywords: Ejector; Multi-scale; Computational fluid dynamics. 

1. Introduction 

Ejector is a device constituted by a primary nozzle, a suction chamber, a mixing chamber, 

and a diffuser, whose main geometrical parameters are pictured in Figure 1. The “high 

energy” primary flow accelerates and expands through the primary nozzle creating a low-

pressure region nearby the nozzle exit; subsequently, the secondary flow is entrained into the 

mixing chamber because of the vacuum-effect and the shear action between the primary and 

secondary flows. The primary and the secondary flows mix within the mixing chamber and 

the resulting stream moves into a diffuser where the high velocity fluid is gradually 

decelerated and increased in pressure due to subsonic conditions. The entrainment, the 

pressure recovery, and the mixing effects provided by the ejector, makes it suitable to be 

employed in ejector refrigeration systems (ERSs; Figure 2a presents the layout of a standard 

ejector refrigeration system, SERS) [1]. In general, ERSs are promising alternative compared 

with compressor-based technologies owing to their reliability, limited maintenance, low 

initial and operational costs, and no working fluid limitations [2]; also, the generator of an 

ERS might exploit low-grade heat energy, making ERSs valuable in contributing towards 

reducing electricity consumption in the residential sector [3].  
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Figure 1. Ejector design and qualitative axial pressure and velocity trends. 

 

 

(a) Layout of a standard ejector refrigeration system (b) Ejector operating curve 

Figure 2. Ejector component (a) and ejector refrigeration system (b). 

Unfortunately, the large-scale deployment of ERSs is hindered owing to two main drawbacks: 

(a) the low coefficient of performance (in the range of 0.1–0.7) and (b) the relevant influence 

of ejector operation on the performance of the whole system. The latter can be easily 

explained by the fact that the ejector is a fluid-dynamics controlled device, where the fluid-

dynamic interactions at the “local-scale” impact on the performances at the “component-

scale”, namely the entrainment ratio ω (viz- the ratio between secondary and primary mass 

flow rates, Figure 2b – it should be noted that the ejector operating curve reported in Figure 
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2b can be represented either using the outlet pressure or the outlet saturated temperature). 

These multi-scale relationships can be easily explained considering that the ejector operation 

relies on two concurrent physical phenomena: (a) the low-pressure fluid entrainment process 

caused by the primary flow expansion and (b) the compression effect, provided by the 

diffuser, which raises the secondary flow pressure from the evaporator to the condenser 

pressure. These two effects are contrasting, and an improvement of the former would 

deteriorate the latter: hence, for a given nozzle area ratio, the ejector operating curve is 

imposed by the primary and secondary flow boundary conditions. On the other hand, 

Variable Geometry Ejectors (VGE) represent a promising solution to increase the flexibility 

and operation range of this component. In a VGE, the spindle acts on the nozzle area, and 

primary flow rate, and changes the ejector's response by adjusting its entrainment ratio 

accordingly with the requirements of the system.  (i.e., temperature set point, thermal load, 

…). In addition, the present-day discussion regarding ejector technology is even more 

challenging owing to the current transition in refrigerants; given the European regulation 

aimed to limit the emission of fluorinated greenhouse gases, the existing market is expected 

to change sharply in the next years, and 3rd generation refrigerants (i.e., R134a) will be most 

likely replaced by natural (i.e., hydrocarbons) and 4th generation fluids (i.e., 

hydrofluoroolefins) [4]. Given the above-reported state-of-the-art, this paper summarizes the 

research activities and achievements regarding the multi-scale modelling of ERSs carried out 

by the author. First, a comprehensive validation of a CFD approach for single-phase ejectors 

is reported, encompassing a broad range of refrigerants, boundary conditions as well as 

ejector designs. Second, the validated CFD approach has been coupled with a lumped-

parameter model (LPM) of the ERS to clarify the multi-scale influences of the refrigerants 

and ejector designs, encompassing the local-, component- and system-scales. One of the 

tested geometries has been then selected along with R290 as a refrigerant and has been 

equipped with a spindle: it has been tested for different spindle positions and under a broad 

range of boundary conditions, obtaining a complete performance map. 

2. CFD model set-up and validation [5] 

A comprehensive set of experimental benchmarks have been collected in ref. [5] and have 

been used for the CFD model validation procedure. In the following of this paragraph, the 

main numerical settings are presented and, subsequently, the sensitivity analysis regarding 

geometrical modelling (3-Dimensional vs 2-Dimensional approaches), solver settings 

(pressure-based vs density-based), mesh criteria and turbulence models (k-ε RNG vs k-ω SST) 

are described and commented. The finite volume code ANSYS Fluent (Release 2020 – R1) 

has been used to solve the steady-state Reynolds Averaged Navier-Stokes (RANS) equations 

for the turbulent compressible Newtonian flow. To limit the numerical diffusion, second-

order upwind numerical schemes have been used for the spatial discretization, except for the 

pressure equation. In this case, PRESTO! scheme has been chosen since it is designed for 

flows involving steep pressure gradients. Second-order upwind schemes also for the 

turbulence model variables have been used. Gradients are evaluated by a least-squares 

approach. The initialization has been performed by a two-step approach: a hybrid 

initialization followed by a full multi-grid (FMG) scheme. Pseudo-transient option was 

enabled, which was found to speed up the steady-state solution. Real gas properties, when 

needed, have been evaluated with the real-gas NIST database. Ejector inlets boundary 

conditions are prescribed in terms of total pressure and temperature, while the turbulence 

boundary conditions have been implemented as hydraulic diameter and the turbulent intensity 

(5% for the primary flows and 2% for the secondary one). Outlet condition has been 

modelled as a pressure boundary condition. Regarding sensitivity studies, first, a detailed 

mesh screening study has been performed, and guidelines for the definition of a grid-
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independent mesh are achieved, based on a reference cell size, a maximum aspect ratio, wall 

requirements and mesh refinement, as summarized in ref. [5]. Also, a comparison between 2-

Dimensional and 3-Dimensional approaches is conducted, showing no significant differences 

between the two approaches. Second, a comparison between Pressure-Based and Density-

Based solvers has been conducted, showing no significant differences and a faster conference 

and stability of the Pressure-Based solver. Thus, Pressure-Based solver with Coupled-based 

algorithm has been adopted. Finally, a broad validation against the experimental benchmark 

gathered in ref. [5] has been conducted, and two turbulence models (k-ε RNG and k-ω SST) 

have been extensively compared: k-ω SST has shown better agreement with the experimental 

measurements concerning both global and local flow quantities. The outcome of this 

comparison is proposed in Table 1.  

Table 1. Model validation outcomes: relative errors. 

Ref. 

ω prediction error Local pressure 

 prediction error 

Tcrit 

 prediction error On-design Off-design 

mean [%] max [%] mean [%] max [%] mean [%] max [%] mean [%] max [%] 

[6] 11.8 11.8 59.4 173.6 8.2 13.1 0.7 0.7 

[7] 11 18.6 229.9 635 14 19.5 4.7 7.9 

[8] 11.6 15.6 12.1 32.7 11.4 26.3 1.8 4.4 

[9] 24.6 36.3 48.8 90.2 / / 0.8 1.7 

[10] 42.7 42.7 57.5 68.7 / / 0.3 0.3 

[11] 16.1 17.4 / / 7.3 9.1 / / 

[12] 8.8 16.7 42.8 112.1 / / 2.1 3 

[13] 11.7 21.7 55.4 247.6 / / 1.4 1.7 

[14] 1.2 1.2 29.1 33.3 14.7 19.1 6.2 6.2 

[15] 7.3 12.1 30.2 63.3 10.9 14.3 2.5 4.4 

[16] 9.9 26.2 / / / / / / 

For all tested benchmarks data regarding entrainment ratio, for both on- and off-design 

operation mode, local prediction capability and the critical point prediction capability have 

been presented in ref. [5]. The entrainment ratio has been well predicted with an average on-

design relative error of 14% and a maximum of 20%. The off-design operation mode is 

instead affected by a higher average relative error of 63% which is however aligned with 

other studies deviations registered in the single-chocking mode because of the inherent 

complex fluid-dynamics which characterize the subcritical operation. On the other hand, 

good performances on the critical pressure prediction are obtained with an average relative 

error equal to about 3%. Regarding the influence of the turbulence model, k-ω SST showed 

better agreement compared with k-ε RNG in terms of entrainment ratio prediction in both on-

design and off-design mode. The great difference between the on-design and the off-design 

performance can be attributed to two main reasons: (i) while in the double-choking mode the 

secondary flow entrainment is not affected by the outlet pressure because of the second shock 

train occurring at the end of the mixing chamber which prevent the downstream information 

to travel upwards, in the subcritical operation instead, due to higher outlet pressure, the 

second shock is no longer occurring. In such a condition, while the primary flow is not 

affected, the entrainment process and mixing are highly influenced by the outlet flow 

reversing in the mixing chamber, with the result that the secondary mass flow rate (which 

affect the entrainment ratio) is predicted with average less accuracy. (ii) in the off-design 

operating mode the value of the entrainment ratio decreases (compared with the on-design 

value) which leads to a greater relative error (even when the absolute difference between the 

predicted value and the experimental one is the same). In conclusion, the proposed CFD 
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approach with turbulence model which is simulated by k-ω SST model can predict a wide 

range of boundary conditions on different supersonic ejector design operating with different 

working fluids. The stability of the simulation and the rapidity reaching a converged solution 

(granted by the Pressure-Based approach and a systematic mesh generation criteria) is 

furthermore a very significant result which could be useful for future numerical study on 

supersonic ejector component.  

3. Multi-scale modelling approach [17] 

The above-described and validated CFD model is used to solve the “component-scale” (viz., 

the entrainment ratio ω) and the fluid-dynamics (“local-scale”). Once such information is 

derived, the ejector component is then included within a refrigeration cycle, which is 

modelled by a LPM approach, to estimate the “system-scale” performances [17]. The 

considered cycle has been the SERS architecture (Figure 2a) since it is the elementary scheme 

and, thus, its results could be extended to any other derived system. The advantage of such 

approach is to consider the fluid dynamics phenomena within the cycle performances. SERS 

input data concern (i) P1, T1, P2, T2 and P3, which act as boundary conditions for the CFD 

simulations, and (ii) the mass flow rates �̇�1 and �̇�2 and T3, which are the CFD model output. 

To model the SERS, the prevailing assumption concerns the absence of pressure losses within 

the heat exchangers, so to relate ejector boundary conditions to the cycle pressure and 

pressure levels (Figure 2a). Given the ejector boundary conditions, the thermodynamic points 

of the SERS cycle have been obtained; in particular, in this process, the pump has been 

modelled considering an isentropic efficiency equal to 0.9. After all thermodynamic points of 

the SERS cycle have been obtained, the cooling power, input thermal power and electrical 

power required by the pump are computed using the mass flow rates �̇�1 and �̇�2, which are 

CFD model output. Such multi-scale modelling approach has been used to perform the 

screening of the refrigerants and ejector design criteria described in the forthcoming sections. 

4. Influence of the refrigerants and ejector design [18] 

Fourth generation and natural refrigerants (R1233zd(E), R1234yf, R1234ze(E), R290, R1270, 

R600a) have been compared to commonly used refrigerants (R134a, R245fa, R152a) on five 

ejector geometries, obtained by changing the nozzle exit position and the mixing chamber 

throat dimension from a reference case (Table 2). The reference geometry (Geom#1) is the 

geometry provided by Del Valle et al. [11], which was given the code Geom#F provided in 

ref. [5]. The design sensitivity analysis has been performed from Geom#1, varying the nozzle 

exit position (NXP) and increasing and decreasing the mixing chamber diameter. 

Table 2. Geometries definition and relative code name.  

Geometry code NXP [mm] NXP/Dexit [-] Dmix [mm] Area ratio [-] 

Geom#1-Reference case -4.37 -1.46 4.8 5.76 

Geom#2 -1.7 -0.57 4.8 5.76 

Geom#3 -7.05 -2.35 4.8 5.76 

Geom#4 -4.37 -1.46 5.28 6.97 

Geom#5 -4.37 -1.46 4.32 4.67 

The screening of refrigerants has been performed for fixed operating conditions: T1 = 84.2°C 

(10 K superheating) and T2 = 14°C (4 K superheating), which corresponds to Case F1a, 

defined in ref. [5] (except for secondary flow superheating which was 10 K). Superheating 

requirements have been set to avoid condensation inside the ejector. For the different 

geometries, different outlet conditions have been tested for the given inlet conditions to 

obtain the ejector operating curves and compare the critical conditions (Table 3 - It should be 
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noted that the primary flow is labelled as one, the secondary flow two and the outlet stream 

three, according to the SERS scheme of Figure 2a). This screening allows comparing the 

refrigerant performances for given generator and evaporator temperature conditions, 

changing for pressure levels to match these specifications (SERS performances have been 

computed based on the modelling approach described in Section 3). A summary of all tested 

cases, for the different ejector designs and refrigerants, is proposed in ref. [17].  

Table 3. List and boundary conditions of the refrigerant screening and design sensitivity 

analysis simulated cases.  

Refrigerant 
T1 

[°C] 

T1,R 

[-] 

P1 

[kPa] 

T2 

[°C] 

T2,R 

[-] 

P2 

[kPa] 

T3
sat 

[°C] 

P3 

[kPa] 

R134a 84.2 0.95 2,330.3 14 0.77 414.6 21 – 29.3 589.6 – 753.7 

R245fa 84.2 0.84 683.0 14 0.67 82.4 23 – 32.5 137.9 – 194.4 

R152a 84.2 0.92 2,075.2 14 0.74 372.8 21 – 29 528.8 – 670.0 

R1233zd 84.2 0.81 571.4 14 0.65 73.4 23 – 32 120.8 – 165.7 

R1234yf 84.2 0.97 2,241.1 14 0.78 437.5 21 – 29 609.1 – 762.5 

R1234ze 84.2 0.93 1,774.8 14 0.75 308.3 21 – 29.5 440.9 – 569.9 

Propane-R290 84.2 0.97 2,813.5 14 0.78 636.6 18 – 27 965.6 – 1,001.5 

Isobutane-R600a 84.2 0.88 1,193.9 14 0.7 220.6 21 – 29 311.5 – 393.4 

Propylene-R1270 84.2 0.98 3,346.5 14 0.79 778.6 18 – 27 965.6 – 1,213.0 

The results are presented in Figure 4 and Figure 5 (ejector performance curves in terms of the 

entrainment ratio) and in Figure 6 and Figure 7 (ejector performance curves in terms of the 

coefficient of performance). In particular, Figure 4 and Figure 6 present the ejector operating 

curve as a function of the outlet pressure; conversely, Figure 6 and Figure 7 present the 

ejector operating curve as a function of the outlet saturating temperature, which might be 

more useful when looking at the practical use of such systems, which real plants. These 

outcomes showed how tested refrigerants could be divided into three groups:  

• R1270 and R290, having higher COP (0.5 – 1.03) but lower Tcrit (20.7 – 25.0 °C);  

• R134a, R152a, R1234yf, R1234ze R600a, with an intermediate value of COP (0.27 – 

0.83) and Tcrit (22.8 – 28.0 °C);  

• R245fa and R1233zd, with lower COP (0.25 – 0.58) but higher Tcrit (26.0 – 31.0 °C).  

 

Figure 4. The ejector "component-scale" (Geom#1 in Table 3): ejector operating curves (ω) 

as a function of the outlet pressure. 
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Figure 5. The ejector "component-scale" (Geom#1 in Table 3): ejector operating curves (ω) 

as a function of the outlet pressure. 

 

Figure 6. The ejector "component-scale" (Geom#1 in Table 3): ejector operating curves 

(COP) as a function of the outlet saturating temperature. 

 

Figure 7. The ejector "component-scale" (Geom#1 in Table 3): ejector operating curves 

(COP) as a function of the outlet pressure. 

The reason behind the different behaviour can be found in ref. [17]: such different behaviours 
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entrainment duct for secondary suction. An increase in the primary expansion angle reduces 

the annular cross-section area for the secondary flow to be draught in, with a consequent 

decrease in entrainment ratio (and performances). On the other hand, due to a less low-

pressure secondary flow entrainment, the momentum transfer from the highly energetic 

primary flow is reduced, which results in a more comprehensive on-design operating mode 

due to higher critical temperature. As regards the design sensitivity analysis, it has been noted 

that increasing NXP (getting the nozzle exit closer to the mixing chamber inlet) improves 

both COP and Tcrit, which suggests they have the same positive trend. Concerning the mixing 

chamber diameter sensitivity, increasing the mixing chamber (+10%) ejector achieved higher 

performances but lower Tcrit, which could be quantified with an average variation on all the 

tested refrigerants of +35.65% on COP, and -7.8% considering Tcrit. Conversely, the 

reduction of the mixing channel (-10%) enhanced the critical point temperature (+9.2%) but 

lowered the performances (-33.5%). Figure 9 compares the different ejector operating curves 

obtained in the different cases. 

 

Figure 8. The ejector "component-scale" (Geom#1): influence of the ejector design criteria 

5. Influence of the variable geometry ejector [19] 

Given the outcomes presented in Section 4, an enhanced geometry has been selected with 

R290 as operative fluid to perform a boundary conditions sensitivity analysis, which has 

showed how generator, condenser, and evaporator temperature of SERS systems have a 

strong influence on ejector performances. It should be noted how, compared with the 

previous case, the mixing chamber diameter has been reduced to 4 mm to extend the on-

design operating mode. The present ejector has been provided of a spindle (Figure 9) which 

can move axially within the primary nozzle.  

 

Figure 9. Ejector primary nozzle equipped with the spindle. 
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The neutral spindle position (SP) in which the tip of the spindle is placed right in the nozzle 

throat has been named as SP#0. Moving the spindle towards the nozzle exit, the nozzle throat 

area is reduced, and the area ratio is increased. The effects of the SP have been analyzed in 

the range 0-7 mm, with a discretization of 1 mm each position, whose code name will be 

referred as SP#0..7, depending on the spindle position. A 2D axysimmetric geometrical 

model has been designed and discretized according to the mesh criteria defined in Ref. [5], 

with an average cell number of 228,000 after the double cycle mesh adaption. Propane 

(R290) has been selected as refrigerant and the ejector has been tested with fixed 

thermodynamic conditions (temperature and pressure) at primary and secondary inlet. the 

whole operating curve for 3 primary flow and 3 secondary flow temperature (hence a total of 

9 cases, Table 4) have been derived for each of the eight positions of the spindle. Primary 

inlet superheating has been set equal to 10°C, while secondary superheating equal to 4°C, 

according, to avoid condensation inside the ejector, since propane is a wet refrigerant. The 

complete set of the tested boundary conditions and relative code-names have been provided 

in Table 4 (each of the cases reported in Table 4 have been simulated for the different spindle 

positions). It should be noted that the primary flow is labelled as one, the secondary flow two 

and the outlet stream three, according to the SERS scheme of Figure 2a. To ensure a full 

overview of the ejector operating conditions, the corresponding saturation temperatures of P1, 

P2 and P3 have also been provided.  

Table 4. Ejector component (a) and ejector refrigeration system (b)  

Case T1
sat

 [°C] T2
sat

 [°C] T3
sat

 [°C] 

A 74.3 10 13-29 

B 84.3 10 17-34 

C 94.3 10 21-40 

D 74.3 5 11-27 

E 84.3 5 14-32 

F 94.3 5 19-38 

G 74.3 15 17-31 

H 84.3 15 20-36 

I 94.3 15 23-41 

SERS performances have been computed based on the modelling approach described in 

Section 3, whereas the outcomes (for case A in Table 4) are presented in Figures 10-14. 

Figure 10 displays the ejector operating curves for the different spindle positions and the 

critical point operation is highlighted in red. Figure 11 displays the relationship between the 

spindle position and the primary and secondary mass flow rates as well as the generator and 

evaporator thermal powers, for the ejector operated in the critical conditions. Figure 12 

displays the relationship between the spindle position and ejector ω and Tcrit, and system 

COP are presented. for the ejector operated in the critical conditions. Figure 13 displays the 

SERS P-h representations and Figure 14 display and the Mach contours of the flow fields 

within the ejector at the critical conditions. Looking at Figure 10, it is noted that when 

moving the spindle towards the mixing chamber, ω is increased, but Tcrit is decreased, 

limiting the maximum allowable condenser temperature. This effect can be explaining by 

considering that the spindle position affects the primary and secondary mass flow rates: the 

former decreases as the spindle moves towards the nozzle exit, whereas the latter is slightly 

increased (Figure 11). Indeed, shifting the spindle inside the nozzle, the nozzle throat area is 

reduced and so does the primary mass flow rate (related to the generator thermal power); the 

trend is not linear with the spindle position, as the nozzle throat area is ring-shaped, hence the 

first positions of the spindle have a smaller impact on ejector performances than the 
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following ones. Although less pronounced than the primary mass flow rate change, the 

increase in secondary mass flow rates is caused by the different expansion of the primary jet 

(Figure 14): increasing the nozzle area ratio leads the primary flow to a more pronounced 

contraction of the jet core, which frees more cross-section area to secondary flow 

entrainment. 

 

Figure 10. Ejector operating curves for the different spindle positions; case A in Table 4. 

  

Figure 11. The effect of the Spindle position on mass flow rates and thermal power (critical 

condition); case A in Table 4. 

  

Figure 12. The effect of the Spindle position on Tcrit, ω and COP (critical condition); case A 

in Table 4. 
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The concurrent increase of secondary flow rate and decrease of the motive one results in a 

noticeable improvement of the ejector entrainment ratio (Figure 12). It should be noted that 

the higher entrainment performance is countered by a lower Tcrit, (Figure 10 and Figure 12) 

which is found to be reduced when the spindle is moved towards the nozzle exit position: 

moving the spindle from 0 to 7 mm ω is increased by 85.8% while the Tcrit is reduced by 

32.4%. The above-reported improvement of the ejector entrainment ratio, moving the spindle 

toward the nozzle exit position, can also be observed by considering the changes in the 

thermodynamic representation of the cycle (Figure 13, comparing SERS P-h at critical 

conditions for SP#0 and SP#7).  

 

Figure 13. SERS P-h representations of SP#0 and SP#7 at the ejector critical conditions; case 

A in Table 4. 

The different spindle positions affect the two main performance parameters of ejectors, 

namely ω and Tcrit, which influence the system performance, in turn. ω directly influences the 

COP of the cycle, as it can be concluded by observing the COP definition as a function of the 

cycle properties. Tcrit, instead, not only affects the maximum allowable condenser 

temperature of the system for which the ejector works at its best efficiency in the double-

chocking operating mode but has a lower impact on the cooling capacity, too (Figure 14), the 

lower condenser temperature for the ejector used with SP#7 mm (owing to the lower Pcrit), 

results in a different positioning of point# 4,5,6 which are shifted toward the left part of the 

P-h diagram. This causes the specific generator input and the specific cooling capacity to 

increase with the result that their ratio; It should also be noted that the cooling power, is also 

increased because of the higher secondary mass flow rate �̇�2.   
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(a) SP#0 

 
(b) SP#7 

 

Figure 14. Ejector flow fields (Mach number contours) of SP#0 and SP#7 at the ejector 

critical conditions; case A in Table 4. 

Once clarified the physics behind the ejector operation and the influence of the spindle 

position, primary flow saturation temperature and secondary flow saturation temperature on 

the performance of the component and the system, in this paragraph a more applicative 

discussion regarding the variable geometry ejector will be given. Recalling the system cycle 

in which the simulated ejector is assumed to operate, the generator supplies the primary flow, 

the secondary flow carries out the cooling effect, while in the condenser heat is discharged to 

the ambient, closing the cycle. In the present analysis, the primary flow temperatures have 

been varied between 84.2 and 104.2 °C, which is suitable for a small solar collector system 

coupled with small capacity storage. Three saturation evaporator temperatures have been 

selected to evaluate the performance in three different uses (Table 4): case D, E, F have been 

tested with T2sat = 5°C which could be used to produce cold water (7-12°C) for conditioning 

dehumidification purposes; case A, B, C have been tested with T2sat = 10°C which could 

provide water (12-17°C) for radiant cooling applications; case G, H, I with T2sat = 15°C could 

instead provide general cooling equipment. The condenser temperature is in the range 20-

40°C, which would allow the correct operation for warm climate conditions. The 

performance curves of COP versus Tcrit of any simulated case and operated at the critical 

point has been presented in Figure 15. As it may be cleared noted, for fixed primary and 

secondary conditions, the critical point operating point moves along a curve when changing 

the spindle position. In agreement with the previous discussion, increasing the SP leads the 

ejector to operate with higher entrainment effect which improves the COP, but also decreases 

the maximum allowable discharge pressure (or saturation temperature) with the consequent 

reduction of Tcrit. The described capability to dynamically change its performance ensures a 

more efficient operation of a variable ejector system in comparison to a fixed geometry one. 

To clarify this concept, the operating curves for case C with two SP (0 and 5 mm) and the 

performance curve at the critical point for the different critical positions (as in Figure 16). In 

the warmest moment of the day, the system would likely operate at high condenser 

temperatures, and hence the primary nozzle would be fully opened to maximize the pump 

effect of the ejector at the expense of a low system COP (in the figure, it is equal to 0.215). 
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Figure 15. The effect of the Spindle position on Tcrit, ω and COP (critical condition). 

 

 
 

Figure 16. Performance curve of case C (Table 4) and operating curve for case SP#0 and 

SP#5. 

A fixed geometry ejector operated at the same conditions would be designed to meet the 

worst possible requirements, and hence its fixed area ratio would equal the variable ejector’s 

one. Both ejectors, therefore, would operate at the point shown in Figure 16 with the red 

circle with the same system performance. However, when the ambient conditions vary and 

the outside temperature decreases, the condenser temperature could be reduced. The VGE can 

effectively adjust its spindle to achieve the desired condenser temperature, for example, T3sat 

= 31°C improving the system performance as shown by the green circle (COP = 0.353). In 

contrast, the fixed geometry would only shift the operating point along the same operative 

curve (black circle) without any improvement on the system performance. The fixed 

geometry ejector would work with the same motive flow rate, obtaining a mixed flow with 
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higher momentum than necessary, which would be dissipated by a stronger shockwave at the 

diffuser entrance. The VGE solution could also be useful when dealing with variable primary 

temperature. Small domestic and commercial ejector system is powered by the solar source, 

which leads to variable generator temperature conditions. A storage tank and a VGE system 

would stabilize the performance of the system allowing the ejector to operate at the maximum 

desired efficiency even when driven by different temperatures heat-source. 

6. Conclusions 

This paper summarizes the research activities and achievements regarding the multi-scale 

modelling of ERSs carried out by the author. First, a comprehensive validation has been 

described, encompassing a wide range of ejector designs, boundary conditions, and working 

fluids. In this procedure, a broad screening of modelling approaches is conducted. Then, a 

multi-scale integrated Computational Fluid Dynamics (CFD) - Lumped Parameter Model 

(LPM) of the SERS has been presented. The integrated model relies on a CFD approach to 

solve the ejector fluid-dynamics (viz., the “local-scale”) and the ejector performance (viz., 

the “component-scale”). Conversely, the SERS system is instead modelled by an LPM that 

evaluates the cycle performances (viz., the “system-scale”) based on CFD outcomes. The 

proposed multi-scale model has been applied to investigate the ejector design influence on 

the cycle performances and to perform a refrigerant screening, being able to relate the 

internal fluid- dynamics (“local-scale”) to the “system-scale” performances. Results showed 

how, based on the performance curves, tested refrigerants could be divided into three groups: 

(i) high COP and low Tcrit, (ii) intermediate COP and Tcrit, (iii) low COP and high Tcrit. As 

regards the design sensitivity analysis, it has been noted that increasing NXP (getting the 

nozzle exit closer to the mixing chamber inlet) improves both COP and Tcrit,. Concerning the 

mixing chamber diameter sensitivity analysis, increasing the mixing chamber diameter leads 

to higher ejector performances but lower Tcrit. One of the tested geometries has been then 

selected along with R290 as a refrigerant and has been equipped with a spindle: it has been 

tested for different spindle positions and under a broad range of boundary conditions, 

obtaining a complete performance map. It has been found that using a moving spindle control 

system might ensure an improvement of the ejector performance; this is of practical use, for 

example, when the condenser saturation pressure decreases (i.e., owing to a lower solar heat 

source). Future works will be devoted to developing dynamic look-up tables to be 

implemented in a variable ejector control system. 
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Abstract 

Gibbs’ concept of maximum work continues to both fascinate and confuse, largely due to the 

fact that it arrived without an underlying physical explanation.  In this talk, I share the history, 

the science, and my interpretation of Gibbs’ maximum work and explain why  Grxn quantifies 

the energy available to do useful work while T Srxn  quantifies the change in “structural energy” 

between reactants and products and thus represents the energy component of  Hrxn unavailable 

for useful work. 

   

Keywords: J. Willard Gibbs, entropy, maximum work, electrochemical cell  

 

Background 

The concept of maximum work continues to both fascinate and confuse.  Many 

thermodynamics students and graduates, including myself, have struggled with this concept, 

largely on account of the need to include entropy in the calculations.  We are given the 

equations to do the calculations but not the physical reasoning behind them.  My frustration 

with this and with other similar aspects of thermodynamics motivated my twenty-year effort 

to research these topics and publish my findings in the form of my recently released book, 

Block by Block – The Historical and Theoretical Foundations of Thermodynamics. 

 

My journey took me from Sadi Carnot’s invention of an ideal process by which to convert 

heat into useful work to the capstone effort of J. Willard Gibbs to complete the new science 

of thermodynamics based on the concepts of energy and entropy.  While many scientists 

embraced the rise of energy as a unifying concept in physics, such was not the case for 

entropy.  Viewed as a “ghostly” entity by some, entropy created confusion as there was no 

visceral feel for the physical phenomenon it represented.  Jacobus Henricus Van’t Hoff even 

found a way to write a massive and influential textbook on physical chemistry in 1898-1900 

without once mentioning the word entropy. 

 

So how did entropy finally win over the chemist community?  By explaining the 

thermodynamics of an electrochemical cell.  In the early days of this technology, many 

chemists believed the cell’s voltage to be proportional to the energy change of the reaction (-

 Hrxn).  This belief rose from the proposal of Danish chemist Julius Thomsen and later 

French chemist Marcellin Berthelot that the maximum work for a process corresponds to its 

heat release.  Despite its lack of a theoretical underpinning, the Thomsen-Berthelot thermal 

theory of affinity, as it became known, worked reasonably well, and since scientists linked the 

voltage to maximum work, they naturally, in turn, linked voltage to heat release.  It was 

Gibbs and his use of entropy who corrected this error. 
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Gibbs created a new property of matter, G = U – TS, from which he derived the following: 

maximum work = - Grxn = -( Hrxn – T Srxn) (constant temperature and pressure).  He then 

used this theory to bring clarity to the electrochemical cell process by showing that voltage 

corresponds to  Grxn and that the observed heating / cooling requirements of the cell’s 

constant temperature bath correspond to T Srxn.   

 

Unfortunately, Gibbs’ equation for maximum work, as powerful as it proved to be, arrived 

absent a physical explanation based on the behavior of atoms and molecules.  The fact that I 

couldn’t find an answer to this and many other questions motivated me to write my book and 

to develop my own explanations for the physical meaning behind thermodynamic 

phenomena, including the following.  

 

Discussion 

 Hrxn is measured by the amount of heat removed by the reaction calorimeter’s constant 

temperature bath.  While one might think that it quantifies a single type of transformation, it 

actually quantifies two types, the re-arrangement of orbital electrons and the change in 

intermolecular forces.  This is shown by re-arranging Gibbs’ equation to the following:  Hrxn  

=   Grxn  +  T Srxn.  While this equation doesn’t reveal itself in the calorimeter, it does in the 

electrochemical cell since  Grxn is directly measured by the cell’s voltage and thus directly 

quantifies maximum work, for it’s the electron re-arrangement that leads to the voltage that 

generates the work.  But given this, what does the term T Srxn represent? 

 

While Gibbs didn’t speculate, intentionally so, about the underlying physics behind his 

equation, especially since the atomic theory of matter had not yet arrived, he did suggest a 

path to these physics by stating that T Srxn corresponds to the heating and cooling 

requirements of the constant temperature bath.  Based on this, I propose that this term reflects 

the difference in intermolecular forces between reactants to products.     

 

The entropy of a system is quantified by integrating ( Q/T) from absolute zero to a given 

temperature, for which  Q encompasses the total thermal energy required to reach the 

temperature.  This energy is distributed between both kinetic and potential forms in the 

system.  It’s the energy that puts molecules in kinetic motion and the energy that overcomes 

intermolecular attractions to push the molecules apart and so establish the structure of the 

system.  At constant temperature, I propose that the difference in entropy between reactants 

and products ( Srxn) times temperature (T) quantifies the latter, the difference in the 

“structural energy,” as I call it, between each. 

 

Summary/Conclusions  

For a constant temperature and pressure reaction,  Grxn quantifies the energy available to do 

useful work while T Srxn quantifies the change in “structural energy” between reactants and 

products and thus represents the energy component of  Hrxn unavailable for useful work.  In my 

talk, I will share the history, the science, and my interpretation of Gibbs’ maximum work 

equation. 
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Adsorption Heat Pumps: Challenges and Future Perspectives 
Dr Z. Tamainot-Telto 

Sustainable Thermal Energy Technologies (STET) 
School of Engineering - University of Warwick 

Coventry CV4 7AL - UK 

In the past two decades, there has been a considerable interest in adsorption heat driven 

refrigeration and heat pump systems to reduce greenhouse gas (GHG) emissions associated 

to conventional heating and cooling systems. In fact, in the UK, the annual emission of CO2 

due to heating is about 180Mt CO2 equivalent corresponding to 38% of all greenhouse GHG 

emissions. The domestic heating alone (hot water and space heating) counts for about 87Mt 

CO2 equivalent (48%). Although substantial progress has been made to overcome scientific 

and technical challenges of adsorption technology, the commercial adsorption heat pumps 

and refrigeration machines are still marginal on the market worldwide. The current 

presentation main objectives are, not only to spell out the key factors that are holding back 

this technology and to list few commercially available machines, but more importantly to 

outline future perspectives in both short and long terms. Illustration examples will include a 

domestic gas fired Adsorption Heat Pump developed by University of Warwick as shown in 

Figure 1. 

 

 

Figure 1: Technology Readiness Level (TRL) roadmap for an Adsorption Heat Pump. 
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Adsorption for Heat Conversion and Storage:  

What Have We Learned over the Past Decade of this Century? 

Yu.I. Aristov  
1
Boreskov Institute of Catalysis, Lavrentieva Av. 5, Novosibirsk, 63090 Russia 

Abstract  

This lecture addresses current trends in the conversion and storage of low-temperature heat in 

closed adsorption systems, including the development of new adsorbents, improvement of 

adsorption dynamics and the study of new cycles. This review is based on the analysis of 

literature results reported mostly in the second decade of this century.  

 

Keywords: Adsorption, Heat conversion/storage, Thermodynamics, Adsorption dynamics 

Introduction/Background 

An adsorption heat conversion/storage (AHCS) attracts increasing attention as it contributes 

to smoothing global climate changes, reduced fossil fuel consumption, and rational use of 

renewable and waste energy [1, 2]. A short and fascinating history of solid sorption heat 

pumps/chillers is described in [3, 4]. By now, more than a dozen companies have offered 

adsorption chillers to the market; however, their share is almost negligible as compared with 

the traditional compression chillers [5]. Therefore, still, there is big room for improving 

ACHS units and making them more competitive. Furthermore, this complex, multi-level 

scientific and technical task (Fig 1) needs an intelligent trade-off between thermodynamic, 

kinetic, structural and other issues. This paper aims to reveal and highlight new trends in heat 

conversion/storage in closed adsorption systems, which appeared/developed mainly in the 

past decade of this century. The subject includes designing new adsorbents, developing new 

cycles, applying advanced experimental techniques, enhancing AHCS dynamics and other 

related issues.  

 

a     b 

Fig 1. General (a) and technical (b) issues to be a subject of a trade-off for the adsorptive/ 

chemical heat conversion/storage applications.  

Discussion and Results 

Adsorbents. In the second decade of the 21
st
 century, only one class of new adsorbents has 

been successfully adapted for AHCS, that is metal-organic frameworks (MOFs). MOFs were 

first proposed for AHCS in [6] and widely tested in Janiak's lab [7, 8] and then in many other 

groups [9]. MOFs are interesting for AHCS because of their tunable adsorption properties, 
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large surface area and pore volume; however, their main drawbacks are high cost, small 

production scale and complex synthesis [10]. Adsorbents rapidly adapted/developed for 

AHCS in the first decade of the 21
st
 century (aluminophosphates [11, 12], coals [13, 14, 15], 

composites "salt in a porous matrix" (CSPM) [Erro! Indicador não definido.16, 17], were 

lately gradually improved to fit particular AHCS cycles. For instance, CSPMs were 

ameliorated mainly by searching for new salts [16, 18] and matrices [16, 19, 20]. As the main 

sorbing substance of CSPMs is a salt inserted in the matrix pores, the most attractive matrices 

should be cheap and have a large specific pore volume to take in plenty of salt (e.g., 

vermiculite [21]). The ever-increasing attempts to use expensive matrices, like MOFs (see 

[19] as just one of many examples), seem to be contrived and unproductive. For 

aluminophosphates, the main direction of improvement is increasing hydrothermal stability 

and reduce cost, whereas for coals is making micropore volume larger. 

Another idea regarding adsorbents was proposed a long time ago, but became very popular in 

the past decade, namely, the use of adsorbent in the form of a compact layer [22]. This was 

done to overcome the main disadvantage of the granulated adsorption bed - its low thermal 

conductivity due to the high bed porosity [23]. Even a simple filling of the space between 

large granules with smaller ones allows increasing both the COP and the AHCS specific 

power [24]. A much greater effects are obtained by gluing the granules to each other and 

ensuring good thermal contact between the bed and the heat exchanger plate. Larger binder 

content leads to a decrease in porosity, an increase in heat transfer to and in the adsorbent 

bed, and an improvement in the adsorption dynamics. On the other hand, a decrease in 

porosity results in worse mass transfer in the bed, which can compensate for the overall 

accelerating effect. In denser adsorbent beds described (see, e.g., [25]), a reasonable mass 

transfer rate is observed only at small bed thickness of 100-200 μm. The disadvantage of such 

thin beds is that the mass of the adsorbent in them turns out to be much less than other inert 

masses of the AHCS unit. As a result, COP significantly decreases [26, 27]. 

Thus, when organizing the layer, a cleaver trade-off is needed between improving heat 

transfer and impairing mass transfer. To achieve it, a combination of the consolidated layer 

with loose [28] or bridged [29] grains was proposed. In my opinion, this approach has great 

potential and can lead to significant improvement of AHCS dynamics.  

 

Heat exchangers. For common air-to-liquid HExs, the basic perfection indexes are the 

compactness and the material utilization that are the ratios S/VHEx and S/Vm, where S is the 

air-side surface area, VHEx is the total HEx volume, Vm is the HEx material (metal) volume. 

The higher both values are, the better HEx is. For AHCS units, one more parameter, the ratio 

MHEx/mad = (HEx mass)/(adsorbent mass), is widely used to account for the effect of inert 

thermal masses (see, e.g., [26, 27]). The definition of thermal mass MHEx depends on the 

control volume chosen, which is affected by the HEx type and AHCS cycle [27, 30].  

Various types of commercial HEx designs (finned flat-tube, spiral plates, shell and tube, 

hairpin, annulus tube, etc.) were surveyed in [31, 32, 33] in terms of SCP, COP, and 

(MHEx/mad). The finned flat-tube and "shell and tube" HExs were recommended for AHCS. 

However, the correct comparison is difficult since many parameters change at once for the 

HExs analyzed. Therefore, the quest for the universal parameters that characterize AdHEx in 

ever more general terms could greatly promote the analysis.  

On this path, the ratio (S/mad) was suggested [34] as a measure of HEx dynamic perfection, 

where S is the area of heat transfer surface between the HEx and adsorbent. It was revealed 

that for flat beds of loose adsorbent grains, adsorption dynamics of water and methanol is 

invariant with respect to this ratio [34]: (i) at equal (S/mad)-values, the uptake/release curves 

are close, and (ii) the maximal SCP is proportional to (S/mad). It hints that the rate-limiting 

process is heat transfer in the AdHEx. A significant SCP-reduction at the same (S/mad) was 
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found for more complex AdHEx configuration - a commercial finned flat-tube HEx [34]. It 

follows that the enhancement of AHCS dynamics can rather be achieved not by improving 

the adsorbent itself but by eliminating system imperfections, such as non-optimal cycle time 

[35], lower efficiency of secondary HEx fins, and/or the presence of non-adsorbable gas [36]. 

In the latter case, it looks like that the S-value in the ratio (S/mad) should be the area of mass 

transfer surface between the HEx and vapour [36].  

For seasonal heat storage, especially in cold countries, a new figure of HEx merit can be 

introduced, namely, MHTF/MHEx, where MHTF is the HTF mass inside the HEx channels. This 

“dead” mass should be minimized to reduce sensible heat spent on its useless heating from 

the ambient to minimal heating temperature [37].  

All these examples clearly demonstrate that HExs optimal for AHCS can differ significantly 

from conventional HExs, developed for other applications [31, 32, 33]. This implies the need 

to develop HEx production industry for AHCS, including new materials (e.g., wider use of 

plastics [38, 39]), advanced structures (fibres, foam, etc.) and innovative production methods, 

such as 3D printing [39, 40].  

 

Cycles. Development of new cycles is another important direction of the AHCS development 

[33, 41]. In particular, new, more complex and realistic cycles were considered for seasonal 

storage [37, 42], amplification [43], and transportation [44] of low-temperature heat. A smart 

combination of two common approaches – cycle time reallocation [35] and mass recovery 

[45] – was proposed for optimizing a three-bed AHCS unit [46].  

Another tendency is the use of water vapour as a refrigerant for AHCS cycles occurring at a 

temperature below 0
o
C. The authors of [47] and [27] proposed to add ethylene glycol or, 

respectively, use an aqueous salt solution instead of pure water for preventing ice formation 

in the evaporator/condenser. The proposed substitutions could expand the temperature range 

for water application below 0 °C. It is very profitable from the thermodynamic point of view 

and acceptable from the dynamic one, although further study of prototypes is necessary.  

One more new trend, the benefits of which the future will show, is the application of novel 

energy sources, such as ultrasound and microwaves, for intensification of heat and mass 

transfer in AHCS units [48, 49]. 

 

New experimental methods. A Large Temperature Jump (LTJ) method has become the most 

informative and fruitful approach for analysing the AHC dynamics. Four LTJ-versions - 

volumetric, gravimetric, calorimetric, and thermal - have been installed in plenty of research 

labs worldwide. Many important features of the AHC dynamics were revealed by means of 

this method for single adsorbent grain, flat bed and entire AdHEx module.  

A new Transport Impedance Analysis method [50, 51] has been developed to discriminate 

between heat and mass transport. It gives useful information about these processes at the 

adsorbent bed level. Extending this approach to the AdHEx level would make it a handy 

quantitative tool for practical optimising heat and mass transfers in real AHC units.  

 Summary/Conclusions  

By now, the adsorption technologies of heat conversion and storage have made significant 

progress, and several adsorptive chillers have already appeared in the market. However, there 

is still a big room for improving these units and making them competitive with common 

compression chillers/(heat pumps). It can be reached by developing new adsorbents and 

cycles, and enhancing AHCS dynamics, as shown in this review, which mainly includes 

findings and tendencies emerging in the AHCS field in the past decade of this century.  
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Abstract

Bubble column humidifiers (BCHs) are frequently used for the humidification of air in various
water treatment applications. A potential but not yet profoundly investigated application of
such devices is the treatment of oily wastewater. To evaluate this application, the accumulation
of an oil-water emulsion using a BCH is experimentally analyzed. The amount of evaporating
water vapor can be evaluated by measuring the humidity ratio of the outlet air. However,
humidity measurements are difficult in close to saturated conditions, as the formation of liquid
droplets on the sensor impacts the measurement accuracy. We use a heating section after the
humidifier, such that no liquid droplets are formed on the sensor. This enables us a more
accurate humidity measurement. Two batch measurement runs are conducted with (1) tap
water and (2) an oil-water emulsion as the respective liquid phase. The humidity measurement
in high humidity conditions is highly accurate with an error margin of below 3 % and can be
used to predict the oil concentration of the remaining liquid during operation. The measured
humidity ratio corresponds with the removed amount of water vapor for both tap water and the
accumulation of an oil-water emulsion. Our measurements show that the residual water content
in the oil-water emulsion is below 4 %.

Keywords: Bubble column humidifier, Air humidification, Water treatment, Humidification-
dehumidification, Oily wastewater

Nomenclature
Acronyms
BCH Bubble column humidifier
HDH Humidification-dehumidification
Physical Properties
ṁ Mass flow (kg/s)
Q̇ Heat flow (W)
ω Humidity ratio (−)
ε Effectiveness (−)
ϕ Relative humidity (%)
C Oil mass fraction (%)
h Liquid height (m)
m Mass (kg)
p Pressure (Pa)
T Temperature (◦C)

v Velocity (m/s)
Subscripts
0 Initial
a Air
b Bulk liquid
c Condensate
cw Cooling water
dh Dehumidifier
h Humidifier
hum Humidity sensor
i Inlet
max Maximum
o Outlet
surf Liquid surface
v Water vapor
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Introduction

Humidification-dehumidification (HDH) is a desalination technology to address water scarcity
in arid and remote regions [1]. Its importance is ever-growing due to its benefits such as (1) a
low maintenance requirement, (2) the ability to use low-grade thermal energy and therefore re-
newable heat sources and (3) an insensitivity to various feed liquids [2, 3, 4]. This insensitivity
indicates the potential of HDH to also treat oily wastewater.
Different industrial processes generate oily wastewater as a byproduct. Vast amounts of oily
wastewater are generated in the petrochemical industry [5] and in the hull of ocean-going ves-
sels as bilge water [6]. Centrifugal or gravitational separation, membrane processes [7, 8], ul-
trafiltration [7, 9] or electrocoagulation [10, 11] are selected processes that are applied to treat
oily wastewater. Due to its unique advantages, HDH can also be a promising candidate for this
application [3]. This process imitates the natural water cycle and consists of the humidification
and subsequent dehumidification of a carrier gas, mostly air. For the humidification, different
humidifier designs have been tested and recommended, including spray towers, wetted-wall
towers and packed bed towers [12]. Additionally, bubble column humidifiers (BCHs) have of-
ten been proposed for HDH cycles. In comparison with conventional humidifiers, they provide
advantages, such as (1) high heat and mass transfer, (2) direct contact humidification and (3) a
low technological demand [12, 13].
Several studies have measured air conditions directly at the BCH outlet using different kinds
of hygrometers [14, 15, 16], measuring full or close to saturation of the air stream at the hu-
midifier outlet. However, measurements show that humidity sensors are consistently covered
with liquid droplets if installed directly at the humidifier outlet due to the high temperature and
relative humidities. Consequently, the sensor indicates full saturation of the air stream. We also
encountered this issue in a previous study [17], as did Katz et al. [18]. So far, it is inconclusive
whether the air at the outlet of a BCH is really in a saturated state.
We intend to overcome the described measurement issue with a novel configuration for measur-
ing humidity at the outlet of a BCH. The accumulation of an oil-water emulsion representing
oily wastewater will be investigated using this approach. We use our improved measurement
method to calculate the current oil concentration of the investigated oil-water emulsion during
accumulation. With this study, we intend to lay the foundation for treating oily wastewater with
the HDH process.

Methods and Materials

Experimental test setup
The HDH test setup used for our experiments is depicted in Fig. 1. We are using a complete
HDH cycle consisting of a humidifier, a dehumidifier and a heat source. This allows us to com-
pare the measured outlet humidity ratio ωhum to the corresponding liquid weight decrease ∆m
in the humidifier and the measured condensate production mc at the dehumidifier.
The BCH (1) consists of acrylic glass cylinders with an inner diameter of d = 0.14 m and
stainless steel parts. A plate fin heat exchanger (2) is used to dehumidify the air stream. A
floater-based sensor is used to continuously measure the change in liquid height and a mag-
netic stirrer is installed in the humidifier for continuous mixing of the emulsion. Measurements
on our setup show that phase separation of the emulsion occurs without using a magnetic stir-
rer. The liquid temperature Tb is measured by a resistance thermometer (3) and controlled by
heating cartridges. Inlet air is controlled by a mass flow controller and then dispersed into fine
bubbles in the sparger module. A sparger plate with an orifice diameter of d0 = 0.001 m is
installed in the sparger module. Air temperature is measured at the humidifier inlet Th,i (4), at
the humidifier outlet Th,o (5) and at the dehumidifier outlet Tdh,o (6) using resistance thermome-
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ters. Furthermore, a heating line is installed after the humidifier outlet to prevent condensation
of the humid air stream. Thermal insulation is also applied to the BCH and all pipes before
the heating line to minimize heat loss to the environment. After this heating line, temperature
and relative humidity of the air are measured by a capacitive hygrometer (Thum, ϕhum) (7). In
a preliminary measurement run, this hygrometer is installed at the humidifier inlet to measure
the inlet conditions of the air stream. A separate cooling water cycle ensures the cooling of the
air stream in the dehumidifier, which leads to condensation of water vapor. The produced con-
densate is continuously collected and weighed by a digital scale. All relevant data are logged
in intervals of 30 seconds throughout the measurement periods.

Figure 1. a) HDH process scheme and b) photograph of the BCH without thermal insulation

The amount of water vapor carried out of the humidifier ṁv is calculated using Equ. 1, where
ṁa is the air mass flow and ωh,o and ωh,i are the air humidity ratio values at the humidifier outlet
and inlet, respectively.

ṁv = ṁa · (ωh,o − ωh,i) (1)

The humidity ratio of the air stream at the humidifier inlet is measured and is equal to
ωh,i = 0.2 gv/kga. As changes to this value are negligible during operation, it is assumed
to be constant for all measurements.
To estimate the air state after humidification in the BCH, relative humidities of the air at liquid
temperature Tb and humidifier outlet temperature Th,o are calculated for the reference measure-
ment run with tap water. For this, Equ. 2 is used, where ωhum is the measured air humidity
ratio at the sensor position, patm is the atmospheric pressure and ps is the saturation vapor pres-
sure, which is calculated for the respective temperatures using the Antoine equation. These
calculations give insight into the air state at the liquid surface.

ϕ =
ωhum · patm

(0.622 + ωhum) · ps(T )
(2)

with

ωhum = 0.622 · ϕhum · ps(Thum)

patm − ϕhum · ps(Thum)
(3)
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Fig. 2 indicates the respective sensor positions and the relative humidities to be calculated.

Figure 2. Bubble column humidifier with sensor positions for calculations of the outlet air state

Parametric settings and preparation of emulsion
Tab. 1 lists the parametric settings for the two individual measurement runs, namely the liquid
temperature Tb, the superficial air velocity va and the initial liquid mass m0.

Table 1. Parametric settings

Liquid phase Tb va m0
◦C m/s g

Tap water 60 0.03 5217
Oil-water emulsion 70 0.02 4994.2

The oil-water emulsion is prepared in accordance with Tab. 2. Sodium Dodecylbenzenesul-
fonate (SDBS) is used as an emulsifier. Additionally, Rimagents-L is used as an anti-foaming
agent to prevent foam formation on top of the liquid surface. The batch run is conducted at an
initial oil mass concentration of about C = 55 %. It is attempted to reach an oil mass concen-
tration of 100 % by removing the entire water phase from the liquid mixture. For calculations
of the oil mass concentration, the emulsifier and anti-foaming agent amounts are neglected, as
they only make up around 0.5 % of the entire emulsion.

Table 2. Emulsion makeup

Constituent Name Amount
g

Industrial white oil Petro Canada Purity FG WO 35 2750
Tap water - 2206
Emulsifier SDBS 11
Anti-foaming agent Rimagents-L 27
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Error Analysis

The installed sensors and instruments are listed in Tab. 3 with their range and accuracy.
As the respective instrumentation errors are relatively small, they are not visualized by error
bars in the respective figures. Error propagation is calculated for derived values where it is
applicable.

Table 3. Sensors, measurement ranges and uncertainties

Sensor type Measurement Range Uncertainty
PT1000 thermometer class B (3,4,5,6) 0− 100 ◦C ±[0.3 + 0.005 · T ] ◦C
PT1000 thermometer class AA (7) -40− 180 ◦C ±[0.1 + 0.0017 · T ] ◦C
Capacitive humidity sensor (7) 0− 100 %RH ±[1 + 0.007 · ϕ] %RH
Floater based liquid height sensor 0− 500 mm ±0.5 mm
Mass flow meter 0− 10 m3

stp/h ±0.01 m3
stp/h

Digital scale 0− 3100 g ±0.01 g

Results and Discussion

In Fig. 3 our results with tap water as the liquid phase are visualized. These include (a) system
temperatures, (b) calculated relative humidities, (c) liquid height and (d) amount of carried out
water vapor in dependence of time.

Figure 3. Tap water batch run; a) system temperatures, b) relative humidities, c) liquid height
and d) amount of carried out water vapor in dependence of time

The humidifier outlet temperature Th,o reaches a steady-state at a value slightly below the
liquid temperature Tb (see Fig. 3 (a)). This indicates a high heat transfer from the liquid
column to the air stream.
To reach the measured humidity ratio ωhum, the relative humidity of the air would need to
be slightly below 100 % and therefore almost completely saturated, if the air was at bulk

41



liquid temperature Tb and clearly above 100 %, therefore supersaturated and containing
liquid droplets, if the air was at humidifier outlet temperature Th,o (see Fig. 3 (b)). As the air
temperature at the liquid surface has to be between these two temperatures, it is concluded and
empirically shown that the air at the liquid surface is at 100 % relative humidity and therefore
saturated.
It is also evident that the decrease in liquid height is linear, once a steady-state value of carried
out water vapor ṁv is reached (see Fig. 3 (c)).
By integrating ṁv, the amount of water vapor carried out of the humidifier overall mv, can be
computed. This integration is visualized by the filled area (see Fig. 3 (d)). The amount of water
vapor carried out of the humidifier ṁv strongly increases at the beginning of the measurement,
as the HDH system is heating up. Once system temperatures reach a steady-state, the amount
of water vapor carried out of the humidifier stays constant as well. In steady-state, it is very
close to the maximum value ṁv,max, which corresponds to the air stream reaching liquid
temperature and saturation.
In Fig. 4 the results of the accumulation of an oil-water emulsion are visualized including (a)
system temperatures, (b) oil mass concentration, (c) liquid height and (d) amount of carried
out water vapor. The oil mass concentration C is derived from the integrated amount of carried
out water vapor.

Figure 4. Oil-water emulsion batch run; a) system temperatures, b) oil mass concentration, c)
liquid height and d) amount of carried out water vapor in dependence of time

According to Fig. 4 the humidifier outlet temperature Th,o is gradually reaching a steady state
and remains constant for the majority of the measurement duration. At approximately 5.5
hours, however, there is a drop in humidifier outlet temperature. This drop happens in accor-
dance with a drop in measured air humidity ratio ωhum at an oil mass concentration of approxi-
mately 97 % (see Fig. 4 (d)). The investigated temperature drop is an indicator for the drop in
humidity ratio as the humid air stream has a higher thermal mass and is therefore cooled to a
lower extent in comparison with a low humidity air stream.
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Even though an anti-foaming agent is used to prevent the formation of too much foam, such
formation occurred for low oil mass concentrations. This formation affects the decrease in
liquid height. In the foaming area (see Fig. 4 (c)), the reduction in liquid height is partially
compensated by a reduction in foam volume. The reduction in liquid height reaches its maxi-
mum once there is no more occurring foam.
Finally, it can be seen that at some point, the liquid height is not reduced anymore and the mea-
sured humidity ratio at the humidifier outlet drops to the initial value. This can be explained by
Tab. 4, which lists the calculated amounts of water vapor carried out mv as well as the measured
reduction in liquid phase ∆m in the humidifier. The feed liquid is measured with a digital scale
at the beginning and the end of the measurement run to measure the liquid weight reduction
for tap water. For the oil-water emulsion, the initial amount of water is already known from
preparing the emulsion.

Table 4. Measurement results

Liquid phase ∆m mv mc

g g g
Tap water 1704 1633± 68 1411
Oil-water emulsion 2206 2167± 89 1944

The findings, according to Tab. 4 are summarized as follows:

• The humidity measurement has a very good accuracy: This is evident as the inte-
grated amount of water vapor carried out of the humidifier predicts the liquid weight
reduction with an accuracy of 4.1 % and 1.8 %, for tap water and the oil-water emulsion,
respectively.

• The produced condensate is lower than the amount of water vapor carried out of
the humidifier: A dehumidifier effectiveness lower than εdh = 1 leads to this behavior.
This indicates that HDH productivity is not suitable to characterize the humidification
unless dehumidifier losses are accounted for.

• Our calculations indicate that the residual water content in the oil-water emul-
sion is below 4 %: This is derived by the difference of the initial water content in the
emulsion and the integrated amount of extracted water vapor.

Selected probes are depicted for optical inspection in Fig. 5.

Figure 5. Liquid probes of a) the initial emulsion with visible phase separation, b) the produced
condensate and c) the accumulated and emulsified oil phase

43



The initial oil-water emulsion (a) shows a phase separation that is not occurring during opera-
tion due to the magnetic stirrer. The prepared emulsion is an oil-in-water emulsion, thus water
is the continuous phase. The produced condensate (b) is highly pure, still there are minimal
traces of oil visible on the surface. The final emulsion (c) is highly viscous after the removal of
almost the entire water phase.

Conclusion

Our new approach of measuring air humidity at the outlet of a BCH allows for measurements
of the humidity ratio at the humidifier outlet with an error margin of less than 5 %. The liquid
weight reduction in the humidifier is predicted for (1) a reference measurement run with tap
water and (2) the accumulation of an oil-water emulsion with equally good accuracy. System
calculations indicate that almost the entire water phase is removed from the oil-water emulsion.
Our results improve current methods for experimentally investigating humidification in bubble
columns and underline the potential of bubble columns for the treatment of oily wastewater.

Acknowledgement

This work is financed by the Austrian Science Fund (FWF) via project grant number P31103.

References

[1] A.S.A. Mohamed, M.S. Ahmed, H.M. Maghrabie, and A.G. Shahdy. Desalination pro-
cess using humidification–dehumidification technique: A detailed review. International
Journal of Energy Research, October 2020.

[2] Y. Ghalavand, M.S. Hatamipour, and A. Rahimi. A review on energy consumption of
desalination processes. Desalination and Water Treatment, pages 1–16, March 2014.

[3] M. Preißinger. Bilge water treatment and desalination based on HDH-technology: an
experimental investigation of a demonstration plant. Desalination and Water Treatment,
127:50–56, 2018.

[4] P. Gao, M. Zhang, Y. Du, B. Cheng, and D. Zhang. Study on bubble column humidifica-
tion and dehumidification system for coal mine wastewater treatment. Water Science and
Technology, 77(7):1909–1919, April 2018.

[5] L. Yu, M. Han, and F. He. A review of treating oily wastewater. Arabian Journal of
Chemistry, 10:S1913–S1922, May 2017.

[6] P. Tiselius and K. Magnusson. Toxicity of treated bilge water: The need for revised
regulatory control. Marine Pollution Bulletin, 114(2):860–866, January 2017.

[7] M. Tomaszewska, A. Orecki, and K. Karakulski. Treatment of bilge water using a combi-
nation of ultrafiltration and reverse osmosis. Desalination, 185(1-3):203–212, November
2005.

[8] M. Gryta. Bilge water separation by membrane distillation. Separation and Purification
Technology, 237:116332, April 2020.

[9] K. Karakulski, W.A. Morawski, and J. Grzechulska. Purification of bilge water by hy-
brid ultrafiltration and photocatalytic processes. Separation and Purification Technology,
14(1):163–173, August 1998.

[10] M. Asselin, P. Drogui, S.K. Brar, H. Benmoussa, and J. Blais. Organics removal in oily
bilgewater by electrocoagulation process. Journal of Hazardous Materials, 151(2):446–
455, March 2008.

[11] Y. Bian, Z. Ge, C. Albano, F.L. Lobo, and Z.J. Ren. Oily bilge water treatment using
DC/AC powered electrocoagulation. Environmental Science: Water Research & Technol-
ogy, 5(10):1654–1660, 2019. Publisher: The Royal Society of Chemistry.

44



[12] G.P. Narayan, M.H. Sharqawy, E.K. Summers, J.H. Lienhard, S.M. Zubair, and M.A.
Antar. The potential of solar-driven humidification–dehumidification desalination for
small-scale decentralized water production. Renewable and Sustainable Energy Reviews,
14(4):1187–1201, May 2010.

[13] M. Faegh, P. Behnam, and M. B. Shafii. A review on recent advances in humidification-
dehumidification (HDH) desalination systems integrated with refrigeration, power and de-
salination technologies. Energy Conversion and Management, 196:1002–1036, Septem-
ber 2019.

[14] A. Khalil, S.A. El-Agouz, Y.A.F. El-Samadony, and Ahmed Abdo. Solar water desali-
nation using an air bubble column humidifier. Desalination, 372(Journal Article):7–16,
2015.

[15] M.T. Ghazal, U. Atikol, and F. Egelioglu. An experimental study of a solar humidifier for
HDD systems. Energy Conversion and Management, 82:250–258, June 2014.

[16] K. Srithar and T. Rajaseenivasan. Performance analysis on a solar bubble column hu-
midification dehumidification desalination system. Process Safety and Environmental
Protection, 105:41–50, January 2017.

[17] E. Eder and M. Preißinger. Experimental analysis of the humidification of air in bubble
columns for thermal water treatment systems. Experimental Thermal and Fluid Science,
115:110063, July 2020.

[18] Y. Katz, V. Dubovsky, G. Ziskind, and R. Letan. Air-Water Transient Heat Transfer in a
Bubble Column. In HT2003, pages 341–346, Heat Transfer: Volume 2, July 2003.

45



Projects for the desalination of brackish water and seawater at the Faculty 

of Engineering in Bilbao 

Natalia Alegría
1*

 and Igor Peñalva
1
  

1
Energy Engineering Department, Faculty of Engineering in Bilbao, University of the Basque 

Country (UPV/EHU), Plaza Ingeniero Torres Quevedo nº 1, 48013 Bilbao, Spain 

*
Corresponding author: natalia.alegria@ehu.eus 

Abstract  

Desalination of brackish water and seawater is a process in constant development and 

improvement that needs to be taken into account nowadays in order to provide fresh water for 

different uses. Students that have studied the specialty of Hydraulic Engineering at the 

Faculty of Engineering in Bilbao in University Master in Industrial Engineering are qualified 

to design and/or improve these kinds of facilities. These students have developed several 

projects in collaboration with top companies of the sector in the recent years. This work 

summarizes the main contributions of these projects focusing on the advances and 

improvements obtained for the desalination process. 

Keywords: desalination, degree, master, energy efficiency 

Introduction/Background 

The educational offer at the Faculty of Engineering in Bilbao includes the University Master in 

Industrial Engineering where the Specialty of Hydraulic Engineering with 30 ECTS credits can 

be studied [1]. The world of fluids implies many disciplines that are difficult to bring together. 

Figure 1 shows a brief summary of the possible applications of the Hydraulic Engineering. 

 

Figure 1: Hydraulic Engineering Applications 
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That specialty was developed for the Industrial Engineering degree in order to work on the most 

relevant issues of the water sector (Management, Operation, Pipeline Networks and 

Hydroelectric Power Plants [2, 3]), together with some other disciplines related to the operation 

such as Computational Fluid Dynamics (CFD), Hydraulic Power or Pneumatics. This specialty 

is a unique case in Spain among all the Master’s degrees offered in Industrial Engineering. 

More than 90 % of the world water is brackish water and seawater. Therefore, it is necessary to 

take into account this kind of water as a resource. In this sense, among the specialty subjects, 

one of them called Management of Hydraulic Resources and Hydroelectric Power Plants [4] 

with 6 ECTS credits is studied during the 1
st
 academic year of the master.  When developing this 

subject, desalination techniques for brackish water and seawater are explained to the students in 

order to be able to adapt them to the different uses of fresh water (domestic, for agricultural-

livestock use or for industrial use). 

In relation to hydraulic machinery, which is a fundamental part of these kind of facilities 

(pumps, for example, are the most used type of machine after engines), there is a compulsory 

subject that analyzes Fluid Facilities and Machinery, with 4,5 ECTS credits also during the 1
st
 

academic year of the master. 

The knowledge gained by the students in this subject in relation to the desalination processes is 

then applied when carrying out their Master's Thesis. 

Students need to get the competences by carrying out alternative activities, based on the 

innovation. After passing the subjects, they are ready to incorporate to the job market. An 

Educational Cooperation Program sets the students in the path of the job market for the first 

time, where they can develop their Master´s Thesis in situ. Often, after finishing their studies at 

the university, they end up working in the same companies. The university teaching 

encompasses a curriculum of a degree that enables the practice of the Industrial Engineering 

profession with regulated professional assignments [5]. Among the competences, the following 

are included: design, test and analysis of fluid machinery and design and development of 

projects for fluid facilities. 

The Basque Country is not an area that has a specific need of brackish water or seawater 

desalination, which can be a critical issue in the Canary Islands, Balearic Islands or in the 

southeast of the Iberian Peninsula. However, the top companies of the sector Acciona [6], Suez 

[7], Ferrovial-Cadagua [8], and so on, are located in the Basque Country and the students 

develop these topics in a satisfying way in collaboration with these companies. 

The final objective is to get the students into the job market within the hydraulic area such as 

desalination. The covered academic path will be described in the following sections. 

Discussion and Results 

In order to study in the specialty of Hydraulic Engineering, students have previously had to 

complete the Bachelor's Degree in Engineering in Industrial Technology or have had to take 

additional training in order to access the Master's Degree in Industrial Engineering at the Faculty 

of Engineering in Bilbao. 

In the Degree in Engineering in Industrial Technology, and in practically all degrees in 

Engineering, Fluid Mechanics needs to be studied. The basic principles are focused in that 

subject in order to be able to develop advanced skills for the specialty. This means that any 

student from an engineering degree would not have to take additional training in this area to 

access the Master in Industrial Engineering and therefore the specialty in Hydraulic Engineering. 

All students taking the master's degree in Industrial Engineering at the Faculty of Engineering in 

Bilbao will have to study the Fluid Facilities and Machinery subject. This subject is designed so 
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that students who do not choose the specialty of Hydraulic Engineering develop at least some 

basic notions of these machines, while those of the specialty can increase their knowledge about 

them in the subjects of the specialty through practical applications. 

In addition to the skills of the degree [5], by taking this specialty, students will acquire the 

following skills: 

- IH1. Design, operate and maintain hydraulic systems. 

- IH2. Project, calculate, design and manage hydraulic resources and hydroelectric 

plants. 

- IH3. Project, calculate and design fluid networks and oleopneumatic components. 

- IH4. Have knowledge and advanced capabilities of calculation methods in fluid 

mechanics. 

- IPCC4. Knowledge and skills to project and design electrical and fluid facilities, 

lighting, air conditioning and ventilation, energy saving and efficiency, acoustics, 

communications, home automation and smart buildings and security facilities. 

- IPCC6. Knowledge and skills to perform verification and control of facilities, 

processes and products. 

- IT5. Knowledge and skills for the design and analysis of heat engines and machines, 

hydraulic machines and industrial heat and cold installations. 

- TI8. Ability to design and project automated production systems and advanced 

process control. 

Concretely, with the subject of Management of Hydraulic Resources and Hydro-Electric Plants, 

the student will be provided with an elementary theoretical base to solve specific problems, 

typical within engineering, in the management of hydraulic resources and hydroelectric 

facilities. 

Among the theoretical or practical contents of that subject, the following contents need to be 

highlighted:  

- Water and hydrology. 

- History of hydraulic planning. Scope. 

- Water management in the world. Applications.  

- The balance between uses and resources.  

- Necessary endowments of use.  

- The management of the demand.  

- Water cycle. Precipitation.  

- Surface water. Watersheds.  

- Stochastic analysis of hydrological information. 

So, seawater desalination and the reuse of water are explained in this topic. 

Before finishing the studies, students can do External Practices subject that correspond to 9 

ECTS credits during the 2
nd

 academic year of the master. An Educational Cooperation Program 

allows getting the first job, passing the subject and developing their Master´s Thesis in situ.  

Master´s Thesis must be carried out during at least 600 hours of personal work, which 

corresponds to 24 ECTS credits during the 2
nd

 academic year of the master. 
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As long as some of the most important companies of the water sector operate in the 

surroundings of the Faculty, the desalination of brackish water and seawater is a topic for their 

Master´s Thesis.  

 

Different type of Master´s Thesis in relation with brackish water and seawater have been 

presented: 

- Design a new desalination plant in the island or Mediterranean coast 

- Improvement of an existing facility 

- Use of renewable energy in a desalination plant (solar thermal or wind energy) 

The typical structure of these type of Master´s Thesis is the following: 

- Brief abstract in Spanish, Basque and English 

- Introduction considering water resources (characteristics of the water quality, 

percentage of water used for activities, and salinity) 

- Objectives and scope 

- Description of a typical desalination facility and its fundamental parts 

- Analysis of studied facility checking the hydraulic machinery (for example, the point 

of operation of the pump) 

- Description of the different methods of energy recovery from reject 

- Design and description of the improvement proposal 

- Economic calculation of the proposed solution implementation  

- Planning of Master´s Thesis and economic cost 

- Conclusions 

- Bibliography 

In order to pass satisfactorily the Master´s Thesis, students have to write a memory and 

present it in an oral communication during15 minutes. The cover page of one Master´s Thesis 

is shown in Figure 2. 

 

 
Figure 2: Cover page of one Master´s Thesis 
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During the development of their Master´s Thesis, students are encouraged to analyse the water 

needs of the area. Then, they also check the available water resource of the region (saline and/or 

brackish) before studying the types of desalination plants that can be implemented. They usually 

focus on plants based on reverse osmosis as long as they are more widespread and all the stages 

of the process are analysed. In general, the critical step in terms of energy consumption, that 

consequently makes the process more expensive, is the high pressure pumping. This phase is 

usually studied it in detail, trying to find cheaper but equally effective alternatives with the aim 

of improving the energy recovery system according to the latest existing developments in the 

market. In the past, the solution for that problem was choosing one of the several types of 

turbines (Pelton, Francis, and so on), but at this moment the new designs of energy recuperators 

are being implemented, such as ERI [9-15]. 

Also new membranes for reverse osmosis are been considered [16-19]. 

Table 1 shows some information about the Master´s Thesis related to desalination facilities of 

the recent years. Three types of Master´s Thesis have been identified: Design (D) / Implement 

(I) / Renewable energies (RE). 

 

Table 1: Important information about the Master´s Thesis 

Academic 

Year 

Type Title 

2010/2011 RE Reverse Osmosis Desalination with Thermal Solar Energy 

2012/2013 D Reverse Osmosis Desalination Plant 

2013/2014 RE Applying Wind Power to a Desalination Plant 

2014/2015 I Improving the Energy Efficiency of Adeje-Arona's EDAM 

2017/2018 I Taking advantage of the Rejection of the Son Tugores Salty Water Plant 

2017/2018 D Analysis of the different Methods of Energy Recovery from the Rejection 

of a Desalination Plant 

2019/2020 I Energy Revaluation of the El Atabal Salty Water Plant 

 

A brief summary of these Master´s Thesis will be provided in the next paragraphs: 

 

Master´s Thesis 1: Reverse Osmosis Desalination with Thermal Solar Energy  

The objective of this final master's project is to carry out an analysis and a design of a 

desalination system using reverse osmosis of seawater in which the main energy consumption of 

the reverse osmosis process is provided by a solar thermal system. It is intended to be able to 

desalinate 15000 m
3
 of seawater to supply a population of 50000 inhabitants. The study of 3 

possible sites on the southern desert coast of Peru (Arequipa, Moquegua and Tacna) has been 

carried out in order to obtain 300 l/d. 

Unlike what happens with photovoltaic solar energy and wind energy, practical experiences 

regarding the coupling between reverse osmosis desalination systems and solar thermal 

technologies are very scarce. And there are no examples of commercial direct steam generation 

(DSG) generation plants. 

In the case of solar technologies for DSG, by means of parabolic collectors, it is remarkable to 

note that, despite being an advanced technology, up to now it does not meet expectations due to 

its high costs and low yields. However, with the development of new materials this situation 

could change. 
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Master´s Thesis 2: Reverse Osmosis desalination plant 

The objective is to carry out a reverse osmosis desalination plant on the island of Ibiza so that 

the amount of drinking water produced can be increased and, thus, supply the demand, 

especially in populations where there is still no total coverage. 

The desalination plant will provide 5500 m
3
/d so that the amount of drinking water obtained by 

this system will increase from the current 44500 m
3
/d, to 50000 m

3
/d. 

The phases of the plant are: 

 Catchment: necessary to capture and displace the feed water at the foot of the plant. 

 Physical and chemical pre-treatment: in order to leave the water in appropriate 

conditions before coming into contact with the membranes in the core of the process. 

 Reverse osmosis core: where the physical phenomenon of reverse osmosis takes place 

and where most of the energy consumption of the global process is concentrated. 

 Brine flow rate or rejection: it will be sent to an energy recovery system in which it gives 

much of its energy back to the feed flow. 

 Post treatment: to adapt the water product in relation to some of its physical-chemical 

characteristics and make it suitable for consumption. 

 Pumping system: to move desalinated water from the point of production to the storage 

or consumption point. 

As a novel feature, a power recovery system based on PX (Pressure Exchanger) devices will be 

applied. These devices consist of a rotating positive displacement pump that recovers energy 

from the reject jet, with 98 % efficiency and almost no maintenance.  

The site of the plant will be in the vicinity of the town of Vista Alegre (south of Ibiza), which is 

located in the municipality of San José, the only one that does not have its own source of 

drinking water.  

The operation of the plant will be carried out by a company that provides the drinking water 

supply service. 

 

Master´s Thesis 3: Applying Wind Power to a Desalination Plant 

Motivated by the field of sustainability in the energy and water sector, the objective of the 

project aims to introduce the concept of water sustainability and desalination in particular.  

The site chosen to develop the application, consisting of a self-tested desalination by a wind 

farm is the Canary Islands. Firstly, because the Islands are a paradigm in everything that refers 

to the water-energy binomial. Having been able to adapt to the times, and innovate to take 

advantage, in the most efficient and exquisite possible way, of natural water resources. The 

second reason is that the demand for primary energy in them is currently almost entirely covered 

by petroleum-derived fuels, resulting in an energy-dependent, non-competitive model with large 

negative environmental impact.  

In addition, it is necessary to take into account the uniqueness of the Canary electric system. 

This system consists of six electrically insulated and small subsystems. This makes quality of 

service and service stability more complicated than large interconnected systems. Therefore, it is 

important to be self-sufficient as much as possible in each of the islands. That is why renewable 

energy is one of the keys to regional energy policy, aimed at reducing energy dependence and 

reducing emissions.  

 

Master´s Thesis 4: Improving the Energy Efficiency of Adeje-Arona's EDAM 

The main objective of this project was to improve the energy efficiency of the processes that are 

carried out in the desalination plant, either in the osmosis area, or in the product water pumping 

area. This will reduce energy consumption per cubic meter of desalinated water. It will also 

reduce the maintenance costs of equipment today, when installing new ones, and improve safety. 
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The energy saving target set is 0,3 kWh/m
3
, as from that figure, the improvement becomes 

profitable.  

Within the plant, improvement efforts are to focus on the membrane area, and on the product 

pumping area. The actions to be carried out in the elements are then being described in general.   

In terms of electronic regulation and control in electric motors, speed drives will be 

incorporated, and motors will be replaced with more energy-efficient ones. 

In relation to the pumps of the osmosis part, the impellers that are already installed will be 

replaced with others rectified by the same manufacturer, improving efficiency. In the product 

water pumping area, the old pumps will be replaced with new ones. 

Energy recovery systems: Pelton turbines operating at the moment will be replaced by energy 

exchange systems, specifically ERI px models. 

For the system to function properly, the pipe network will be redesigned, with its corresponding 

valves, transmitters, gaskets, and filters. The plant control system will also have to be adapted. 

 

Master´s Thesis 5: Taking advantage of the Rejection of the Son Tugores Salty Water Plant 

The water treatment plant of Son Tugores, in Palma de Mallorca, supplies around 30 % of the 

daily water needs of the Balearic capital, since it is the convergence point of all water resources 

capable of being suitable for human consumption which EMAYA has, "Municipal Water and 

Sewer Company" of Palma.  

In 1995, the desalination plant was built, which purifies 30000 m
3
/d, to solve the problem of 

salinization of the Na Burguesa and Pont d'Inca aquifers and to provide the city with water of 

high quality.  

The plant was designed to treat water with a salt concentration between 2 and 10 g/L, but the 

values collected are between 5 g/L and 8 g/L. Thanks to the construction of desalination plants 

like this one, and thanks also to a good rainfall in the area, it has been possible to recover the 

aquifers in 15 years and reduce the salinity of the confined waters.  

The work comprises the study carried out in this plant about the recovery of the water rejecting, 

which, at the moment, is drained to the sea without obtaining any benefit. Rejecting water will 

be used to produce more quantity of desalinated water without increasing the inflow to the plant 

and, through an energy recovery system, the specific consumption will be reduced. As a result, 

the cost per cubic meter of water produced will be lower.  

The study is composed of divided into several parts. In the first sections the current situation of 

desalination worldwide, at the level of Spain and the Balearic Islands, is described. Afterwards, 

the different types of desalination are explained, especially the process based on reverse osmosis 

as long as it is the most used and the one operating in this plant. Finally, the existing plant and 

the new reject recovery plant are described and the calculations made to design this new plant 

are detailed.  

The study also consists of a planning of the proposed project and a budge, as well as a summary 

of the future operating costs of the plant. At the end of the document, several annexes are 

included in which the calculations carried out are developed and the plans of the new plant are 

presented, as well as an environmental impact study and specifications of the selected turbo-

pump and the membranes. 

 

Master´s Thesis 6: Analysis of the different Methods of Energy Recovery from the Rejection of 

a Desalination Plant 

The aim of this Master´s Thesis is to analyse the different energy recovery methods of the brine 

flow in a Sea Water Reverse Osmosis plant (SWRO) located in Adeje (Canary Islands). 

Following the analysis, the plant's economic and technical viability is studied in order to 

determine whether the method currently used could be substituted with a more efficient one.  
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The desalination plant, with a 30 000 m
3
/d capacity, covers the water supply of the Adeje-Arona 

region. Given that the plant started operating in 1998, its facilities and equipment are now less 

efficient than those currently available in the market. Therefore, the substitution or the 

replacement of the equipment currently installed in order to optimise the desalination process is 

a subject of great interest.  

First, this work introduces desalination in a global context and explains the specificities of water 

needs in the Canary Islands, as well as the objectives, the scope and advantages of the project. 

Next, the desalination process and specifically the characteristics of the SWRO plant of Adeje-

Arona are described. The different energy recovery alternatives are analysed, and an assessment 

is given as to the most adequate option. One of the systems, DWEER (Dual Work Exchanger 

Energy Recovery), that has been studied is shown in Figure 3. 

The planning of the project and final quotation are also included. Finally, the conclusions 

extracted from the completion of this project are outlined. 

 

 
Figure 3: DWEER devices [11] 

 

Master´s Thesis 7: Energy Revaluation of the El Atabal Salobre Water Plant 

The El Atabal desalination plant in Malaga, with a nominal production of 165000 m
3
/d, supplies 

most of the region's needs. In 2002, the old ETAP (Drinking Water Treatment Station) was 

modified to add a desalination process to the old water treatment plant and, therefore, solve the 

problem of water scarcity that plagued the area.  

The plant was analyzed to treat water with a concentration of up to 8 g/L. the values collected so 

far ranged between 0,8 g/L and 6,5 g/L, far from the recommendation of values less than 0,5 g/L 

for human consumption.  

Thanks to the construction of desalination plants like this one and to the technological advances 

in desalination, it has been possible to recover the country's aquifers in 15 years and reduce the 

salinity of confined waters.  

This work deals with the study carried out in the aforementioned plant on the energy recovery of 

rejection waters, which, today, pose as an obsolete energy recovery system based on a 

turbopump that does not take advantage of energy capacity that this flow has. It is intended, on 

the one hand, to propose an improvement that allows increasing the production of the plant, and, 

on the other hand, to develop an alternative to the current energy recuperator that allows 

obtaining specific lower energy consumption, that is, reducing the cost per cubic meter of 

produced water.  
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The study carried out consists of a memory divided into several parts. It begins by explaining the 

basic concepts of desalination and the current situation of the technique worldwide, at the 

national level in Spain and in the Málaga area. The different types and techniques of desalination 

currently used are described below, with greater emphasis on the reverse osmosis process, which 

is most used and used in this plant. Finally, the existing plant is described in detail, a series of 

alternatives is proposed and the necessary calculations and explanations are carried out to justify 

the solution adopted to solve the goals.  

The study is complemented by planning the proposed project and a budget divided into different 

parts, ending with an extensive analysis of the operating costs of both the current plant and 

future solution in order to calculate its profitability.  

At the end of the document, there are several annexes that include the hydraulic calculations, 

pumps set points, as well as specifications of both the membranes and the equipment selected 

for the energy recovery system. 

The Master´s Thesis can be written in Spanish, Basque or English. As long as the subject of the 

Hydraulic Engineering speciality is explained in Spanish, all of the Master´s Thesis related to 

desalination are written in Spanish. 

When the Master´s Thesis has the approval of the director, an exposition of 15 minutes has to be 

done by the student. The tribunal of the defence has to evaluate the written memory and the oral 

presentation, completing an evaluation sheet provided by the Faculty of Engineering [21]. 

Figure 4 shows the sheet used for the evaluation. 

 

Figure 4: Evaluation sheet [21] 

The qualifications obtained for the described Master´s Thesis related to desalination systems 

show a very positive evaluation with an average value of 8,5 over 10 points. These results bring 

to light the high level of knowledge developed in the Hydraulic Engineering specialty. 
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Summary/Conclusions  

Students who take the subject of Management of Hydraulic Resources and Hydroelectric Power 

Plants (specialty of Hydraulic Engineering, University Master in Industrial Engineering at the 

Faculty of Engineering in Bilbao) acquire the concepts and skills to be able to develop their 

Master´s Thesis on the subject of desalination in an efficient way. This way, these students will 

be prepared to join the labour market by designing or improving facilities of this kind. 
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Abstract 

Adsorption Heat Transformers (AdHTs) can upgrade low-temperature waste heat from below 

to above 100 °C, where heat is often required in industry. Recent theoretical and experimental 

studies proved that closed AdHTs could upgrade heat to above 100 °C; steady-state analyzes 

showed that the AdHT efficiency could significantly increase when applying heat recovery. 

However, the impact of neither heat recovery nor other recovery strategies on power density is 

known yet. To close this gap, we study the potential to improve the exergy efficiency and the 

power density of AdHTs by applying heat and mass recovery in two-bed setups. For this pur-

pose, we employed a dynamic model of a two-bed AdHT, and we optimized its components 

and cycle control for three recovery strategies. As a use case, we studied the working pair silica 

gel 123 & water and transforming heat from 90 to 110 °C, with condensation heat released at 

25 °C. All recovery strategies improve the AdHT performance. The exergy efficiency increases 

most (7%) to 0.69 J/J when applying mass recovery, and the power density increases most 

(13%) to 171 W/kg when applying simultaneous heat and mass recovery. 

Keywords: heat amplification, thermal heat upgrade, adsorber design, dynamic optimization. 

1. Introduction 

The recovery of low-temperature waste heat has the potential to increase industrial energy ef-

ficiency [1]. At the same time, industrial processes often require heat above 100 °C [2]. For 

upgrading low-temperature waste heat above 100 °C, thermally driven heat transformers are 

discussed recently. In particular, Adsorption Heat Transformers (AdHTs) based on weak phys-

ical interactions are promising because they allow exploiting very low-temperature waste heat 

[3]. AdHTs investigated in the literature use both open and closed concepts. 

For open AdHTs, Xue et al. demonstrated the experimental feasibility of cyclic steam genera-

tion with temperatures above 100 °C by exploiting direct contact of liquid refrigerant and 

sorbent [4, 5]. Afterward, Ye et al. investigated the potential of heat and mass recovery, and 

they showed that the recovery strategies improve efficiency and power density by about 10% 

[6]. However, open AdHTs may be challenging to integrate into industrial processes as the 

refrigerant is also the working fluid. The refrigerant and working fluid can be decoupled in 

closed AdHTs. 

For closed AdHTs, the research group of Aristov proved the experimental feasibility focussing 

on heat upgrade at artic temperatures around 0 °C [7]. For example, the dynamics were studied 

for the pressure-initiated AdHT cycle: The isotherms of the optimal working pair were found 

to have a concave shape for the desorption phase and a convex shape for the adsorption phase 

[8]. The pressure-initiated desorption phase was experimentally demonstrated, finding that the 

desorption time increases with the sorbent layer thickness [9]. Gordeeva et al. built the first 

one-bed AdHT prototype: They demonstrated an averaged useful heat flow of 350 W for trans-

forming heat from 20 to 29 °C with the working pair ACM-35.4 & methanol [10]. However, 
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the maximum temperature lift was lower than expected due to the heat required to heat the 

thermal masses, showing the need for design optimization [10]. The first two-bed AdHT pro-

totype has been assessed experimentally for transforming heat from 20 to 30 °C and releasing 

condensation heat at -30 °C: The efficiency and power density reached 44% and 350 W/kg, 

respectively, using the working pair LiCl/SiO2 & methanol [11]. 

Focussing on heat transformation around 100 °C, Chandra and Patwardhan [12] and Frazzica 

et al. [13] determined the maximal theoretical performance of one-bed and two-bed AdHTs 

using idealized steady-state models. The performance strongly depended on the selected work-

ing pair: Working pairs with S-shaped isotherms were found particularly advantageous for high 

efficiencies [12, 13]. Furthermore, sensible heat losses should be avoided to significantly im-

prove efficiency, e.g., by applying heat recovery in a two-bed configuration [12, 13]. For future 

analyzes, Chandra and Patwardhan suggested considering optimal AdHT designs to improve 

heat transfers by minimizing the required temperature driving forces [12]. Frazzica et al. rec-

ommended including process kinetics for evaluating achievable power densities [13]. 

Our recent study evaluated power densities and exergy efficiencies for closed AdHTs in a one-

bed configuration [14]. For this purpose, we included adsorption kinetics and thermal masses 

of heat exchangers in a dynamic AdHT model with ideal evaporator and condenser models, 

and we numerically optimized AdHT design and cycle control. For the working pair 

AQSOA Z02 & water, we showed promising exergy efficiencies of more than 60% with com-

petitive power densities higher than 600 W/kg when transforming heat from 90 to 100 °C and 

releasing condensation heat at 35 °C [14]. In addition, we recently demonstrated the experi-

mental feasibility of upgrading heat from 90 to 110 °C, using a closed, one-bed AdHT [15]. 

Summarizing the literature review, closed AdHTs seem promising for upgrading heat from 

below to above 100 °C, and steady-state models demonstrated that the AdHT performance 

could be significantly enhanced by applying heat recovery. However, heat recovery also de-

pends on process kinetics and thermal masses of heat exchangers. Moreover, the potential of 

other recovery strategies like mass recovery or simultaneous heat and mass recovery has not 

been evaluated yet. This work, therefore, analyzes a two-bed AdHT with different recovery 

strategies using dynamic simulation and numerical optimization. For this purpose, we intro-

duce the AdHT cycles with heat and mass recovery in Section 2. In Section 3, we set up a 

dynamic model of a two-bed AdHT, allowing for design and control optimization. Afterward, 

we formulate and solve the multi-objective optimal control problem to maximize efficiency 

and power density by the recovery strategies. We show and discuss the optimization results in 

Section 4, and we conclude the main findings in Section 5. 

2. Adsorption heat transformer cycles 

An Adsorption Heat Transformer (AdHT) uses heat at a medium temperature 𝑇med as driving 

energy to provide useful heat at a high temperature 𝑇highwhile releasing heat at a low temper-

ature 𝑇low [12]. The simplest AdHT consists of the three main components evaporator, con-

denser, and adsorber, which are realized as heat exchangers [12]. A second adsorber is needed 

to achieve a quasi-continuous heat supply in a two-bed AdHT (Figure 1). A two-bed AdHT 

also enables applying recovery strategies like active heat or mass recovery to increase effi-

ciency [12, 13]. Active heat recovery requires a hydraulic connection of the adsorber heat ex-

changers (red circuit, Figure 1). In contrast, mass recovery requires a hydraulic connection of 

the adsorber chambers (blue connection, Figure 1). 
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Figure 1. Scheme of a two-bed AdHT showing its main components and temperature levels. 

The connection and valve highlighted in blue are required for mass recovery; the connection and 

pump highlighted in red are required for heat recovery. 

The ideal AdHT cycle with an arbitrary recovery strategy has 6 phases: 1) Adsorption-based 

heating phase, 2) adsorption phase (i.e., use phase), 3) recovery phase, 4) pre-desorption phase, 

5) desorption phase, and 6) recovery phase. Without recovery phases, the basic AdHT cycle 

consists of 4 phases [12, 14]. Here, we assume that the second adsorber always operates in the 

opposite phase of the first adsorber (Figure 2a). This assumption is typical for commercial 

adsorption chillers to keep the system and control complexity low and is therefore adopted in 

this study for AdHTs. 

 

Figure 2. Top: (a) Phases of the AdHT cycle. Bottom: Ideal AdHT cycles, which operate at the 

temperature triple 𝑇low / 𝑇med / 𝑇high and the saturated vapor pressures 𝑝sat
low =

𝑝sat(𝑇low) / 𝑝sat
med = 𝑝sat(𝑇med) (b) without a recovery strategy, (c) with active heat recovery, 

and (d) with mass recovery. 

In the following, we briefly describe the 6 phases of the ideal AdHT cycle with an arbitrary 

recovery strategy [12, 14]: 

1) During the adsorption-based heating phase (cf. A→B, Figure 2c-d), the evaporator is kept 

at the medium temperature 𝑇med and its corresponding vapor pressure 𝑝sat(𝑇med) by sup-

plying the heat flow �̇�evap at the medium temperature 𝑇med. The evaporator is connected to 

the adsorber, which starts at the medium temperature 𝑇med and the vapor pressure 𝑝sat(𝑇low). 
The pressure difference between both components induces a vapor flow into the adsorber. The 

vapor is then adsorbed by the sorbent, releasing the heat of adsorption. The heat of adsorption 
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heats the adsorber from the medium to the high temperature, as the heat transfer fluid does not 

flow through the adsorber. The phase ends when the adsorber temperature is equal to the high 

temperature 𝑇high. 

2) During the use phase (cf. B→B*→C, Figure 2b-d), the heat transfer fluid flows through the 

adsorber and absorbs the useful heat flow �̇�use. The heat transfer fluid enters the adsorber at 

the high temperature 𝑇high and leaves the adsorber at a temperature greater than the high tem-

perature 𝑇high (cf. Figure 1). Thus, useful heat is provided at a constant high temperature 

𝑇high, e.g., to vaporize a fluid (e.g., water). The phase ends when the adsorber pressure and 

temperature reach the evaporator pressure 𝑝sat(𝑇med) and high temperature 𝑇high, respec-

tively. 

3) After the use phase, an optional heat or mass recovery phase can be applied (cf. C→D, Fig-

ure 2c-d). During the heat recovery phase, the heat transfer fluid circuits of both adsorbers are 

connected hydraulically. Thereby, sensible heat is actively recovered and transferred from the 

hot adsorber (i.e., after the use phase) to the cold adsorber (i.e., after the desorption phase). 

Thus, the heat recovery phase reduces heat demand for the adsorption-based heating phase. 

The heat recovery phase ends when both adsorbers have the same equilibrium temperature 

(c.f. points A and D, Figure 2c). During the mass recovery phase, both adsorber chambers are 

connected hydraulically via a valve. Thereby, the loaded adsorber (i.e., after the use phase) 

desorbs vapor, which is adsorbed by the dry adsorber (i.e., after the desorption phase). Thus, 

the mass recovery phase reduces heat demands for both the adsorption-based heating phase 

and desorption phase. The mass recovery phase ends when both adsorbers have the same equi-

librium pressure (c.f. points A and D, Figure 2d). Simultaneous heat and mass recovery are 

also possible. 

4) During the pre-desorption phase (cf. D→E, Figure 2c-d), the adsorber is connected to the 

condenser. The pressure difference between both components induces a vapor flow into the 

condenser, where the vapor condenses. The condenser is kept constant at the low tempera-

ture 𝑇low and its corresponding vapor pressure 𝑝sat(𝑇low) by releasing the heat flow �̇�cond 

to the environment. The heat required for desorption is provided by the sensible heat of the 

adsorber itself. Thus, the adsorber cools from the high to the medium temperature, as the 

heat transfer fluid does not flow through the adsorber. The phase ends when the adsorber tem-

perature is equal to the medium temperature 𝑇med. 

5) During the desorption phase (cf. E→E*→F, Figure 2b-d), the heat transfer fluid flows 

through the adsorber, and the adsorber receives the desorption heat flow �̇�des. The heat trans-

fer fluid enters the adsorber at the medium temperature 𝑇med and leaves the adsorber at a 

lower temperature than the medium temperature 𝑇med. The phase ends when the adsorber 

pressure and temperature reach the condenser pressure 𝑝sat(𝑇low) and the medium tempera-

ture 𝑇med, respectively. 

6) After the desorption phase, the optional heat or mass recovery phase is applied again to close 

the AdHT cycle (cf. F→A, Figure 2c-d). Furthermore, the condensed refrigerant is continu-

ously returned to the evaporator using a small pump during the AdHT cycle. 

In summary, recovery strategies like heat or mass recovery can decrease the heat demands 

during the desorption phase and adsorption-based heating phase. Reducing heat demand can 

increase the AdHT performance, which we systematically evaluate by developing a dynamic 

AdHT model and applying numerical optimization. 

3. Dynamic modeling and optimization of the adsorption heat transformer 

To develop a dynamic model of an Adsorption Heat Transformer (AdHT) suitable to investi-

gate heat and mass recovery strategies, we used our open-source Modelica library SorpLib [16], 
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which is available on GitLab [17]. The AdHT model (Figure 3) consists of the following three 

sub-models: 1) Working pair model including models for the adsorption equilibrium, heat 

transfer, and mass transfer; 2) phase separator model including a heat transfer model; and 3) 

heat exchanger model including models for the wall, heat transfer fluid, and heat transfer. Ag-

gregating the model of the heat exchanger and phase separator results in the condenser or evap-

orator model (cf. dashed-dotted green boxes, Figure 3), and aggregating the model of the heat 

exchanger and working pair results in the adsorber bed model (cf. dashed orange box, Fig-

ure 3). 

 

Figure 3. Scheme of the dynamic AdHT model. Differential states are: Temperatures 𝑇sor and 

loadings 𝑤sor of sorbents in both adsorbers, temperatures of all heat exchanger walls 𝑇wall and 

all heat transfer fluids 𝑇fluid, and densities 𝜌ps and temperatures 𝑇ps of the fluid in the phase 

separators of evaporator and condenser. Details are given in the text. 

Details of all sub-models can be found in the literature, but essential modeling approaches are 

summarized in the following. Our recent study [14] describes the working pair model and ad-

sorber heat exchanger model in full detail (cf. dashed orange box, Figure 3). We modeled the 

adsorption equilibrium using the Dubinin theory [18] and the mass transfer using a Linear 

Driving Force (LDF) approach [19]. The adsorber heat exchange was modeled using a finned-

tube heat exchanger made from aluminum, which design can be freely parameterized [14]. The 

sorbent-side heat transfer was modeled considering the fin efficiency of the finned-tube heat 

exchanger, which was calculated according to the method presented in the VDI heat atlas [20]. 

The tube-side heat transfer of the adsorber heat exchanger was modeled using the correlation 

of Gnielinski, Dittus, and Boelter [24] to account for both laminar and turbulent flow regimes. 

Thereby, we can optimize the volume flow of the heat transfer fluid in the adsorber during the 

use phase, also allowing for a laminar flow regime. The phase separator model and the heat 

exchanger models of the evaporator and condenser are described in Ref. [21] in full detail (cf. 

dashed-dotted green boxes, Figure 3). The Sieder-Tate [22] and Schmidt [23] correlations were 

used to model the tube-side heat transfer of the evaporator and condenser, respectively. 
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In this study, we used silica gel 123 & water as working pair, with equilibrium data measured 

and fitted by Schawe [25]. We parametrized the AdHT model according to components of an 

adsorption chiller experimentally characterized by Lanzerath et al. (cf. Table 1) [26]. The 

evaporator heat exchanger is a low-finned tube with an inner turbulence structure made from 

copper, and the condenser heat exchanger is a spiral coil made from copper [26]. All fluid 

properties of water were calculated using the Modelica library TILMedia [27] based on 

RefProp [28] with the equation of state from Wagner and Pruß [29] and auxiliary models for 

the thermal conductivity and viscosity from Huber et al. [30, 31]. 

The resulting AdHT model is fully described by a set of partial differential equations, which 

were transformed into ordinary differential equations using an upwind finite-difference dis-

cretization scheme. Finally, the resulting differential-algebraic equation system was solved us-

ing the solver DASSL. 

Table 1. Kinetic parameters to describe the AdHT model. All parameters are based on Lan-

zerath et al. [26]. 

Parameter Symbol Value Unit 

Heat transfer coefficient between 

sorbent and adsorber heat exchanger 
 sor 160 W/m²/K 

Diffusion coefficient      1.8e-10 m²/s 

Product of heat transfer coefficient and 

heat transfer area in the evaporator 

(  )evap 176 W/K 

Product of heat transfer coefficient and  

heat transfer area in the condenser 

(  )cond 3174 W/K 

To evaluate the AdHT performance, we used the two key performance indicators 1) exergetic 

Coefficient Of Performance (COPex) and 2) Specific Heating Power (SHP), defined by 

 COPex = ∫
�̇�use

�̇�evap+�̇�des
 𝜏

𝜏cycle
0

 and       (1) 

 SHP =
∫ �̇�used𝜏
𝜏cycle
0

𝜏cycle(𝑚sor+𝑚hx ads+𝑚hx evap+𝑚hx cond)
.      (2) 

The COPex describes the exergy efficiency of the AdHT and integrates the ratio of the useful 

exergy flow during the use phase (�̇�use) and the exergy flows required for vaporization and 

desorption (�̇�evap + �̇�des) over one complete cycle with the cycle time 𝜏cycle. The SHP de-

scribes the power density of the AdHT and relates the average useful heat flow (�̅̇�use =

∫ �̇�use 𝜏
𝜏cycle
0

 𝜏cycle) to the system mass, including the sorbent mass (𝑚sor) and masses of the 

adsorber (𝑚hx ads), evaporator (𝑚hx ads), and condenser (𝑚hx cond) heat exchangers. 

COPex and SHP show a trade-off when maximizing them [14]. The exergy efficiency increases 

either by increasing cycle time or increasing sorbent mass relative to adsorber heat exchanger 

mass. Thus, the useful exergy flow increases because 1) adsorption equilibrium is reached with 

long cycle times and 2) less heat of adsorption is needed to heat the thermal mass of the ad-

sorber heat exchanger from the medium to high temperature. In contrast, the specific heating 

power increases with decreasing cycle time and decreasing system mass. However, the system 

mass cannot be reduced arbitrarily. For example, the adsorber heat exchanger mass depends on 

the adsorber design. The adsorber design also affects the heat transfer, which in turn influences 

the cycle time. Thus, a design trade-off exists for the specific heating power. 
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The trade-off between exergy efficiency and power density leads to a multi-objective optimal 

control problem. The problem was solved by applying numerical optimization and simultane-

ous optimization of control and design parameters. To characterize the control of the AdHT 

cycle, we selected four control parameters, which are summarized in the control vector 

𝛷control: 1) Phase time for adsorption-based heating and pre-desorption 𝜏heating pre−des; 2) 

phase time for use phase and desorption 𝜏use des; 3) recovery time 𝜏recovery; and 4) volume 

flow during the use phase  ̇use. The corresponding cycle time 𝜏cycle results as 

 𝜏cycle = 2(𝜏heating pre−des + 𝜏use des + 𝜏recovery).     (3) 

To characterize the AdHT design, we selected five design parameters, which are summarized 

in the design vector 𝛷design: 1) Number of fins 𝑛fins, 2) height of fins ℎfins, and 3) thickness 

of fins 𝑡fins of the adsorber heat exchanger; 4) linear scaling factor of the evaporator SFevap; 

and 5) linear scaling factor of condenser SFcond. The scaling factors allow to scale sizes and 

volume flows of the evaporator and condenser linearly, which corresponds to adding or remov-

ing an identical evaporator or condenser to the AdHT. Thereby, evaporator and condenser sizes 

can be optimized to maximize the performance indicators. For data reduction, we introduced 

the time constant of the adsorber heat exchanger 𝜏hx as [14] 

 𝜏hx =
𝐶sor( fins ℎfins 𝑡fins)+𝐶hx ads( fins ℎfins 𝑡fins)

(𝛼𝐴)sor−hx ads( fins ℎfins 𝑡fins)
,     (4) 

where 𝐶sor and 𝐶hx ads are the heat capacities of the sorbent and the adsorber heat exchanger, 

respectively. The product of heat transfer coefficient and area (  )sor−hx ads describes the heat 

transfer between the sorbent and adsorber heat exchanger (i.e., sorbent-side heat transfer). 

Thus, the time constant 𝜏hx summarizes the design parameters of the adsorber and indicates 

how fast heat can be transferred between the sorbent and adsorber heat exchanger. Details are 

given in Ref. [14]. 

The resulting multi-objective optimal control problem reads 

   n⏟
𝑥(∙) 𝑧(∙) 
𝛷control
𝛷design

 
−COPex(𝑥(𝜏cycle) 𝑧(𝜏cycle) 𝛷control 𝛷design)                 

−SHP(𝑥(𝜏cycle) 𝑧(𝜏cycle) 𝛷control 𝛷design)              
 (objective function) 

 s.t.  �̇� = 𝑓(𝑥(τ) 𝑧(τ) 𝛷control 𝛷design) (dynamic model) 

   0 = 𝑔(𝑥(τ) 𝑧(τ) 𝛷control 𝛷design) (equality constraints) 

  𝑥(𝜏 = 0) = 𝑥(𝜏 = 𝜏cycle) (cyclic steady-state) 

   0 ≥ 𝑀(𝑥(τ) 𝑧(τ) 𝛷control 𝛷design) (inequality constraints) 

where 𝑥 are the differential states and 𝑧 are the algebraic states. The multi-objective optimal 

control problem is solved subjected to (s.t.) the dynamic AdHT model, described by a differ-

ential-algebraic equation system. Furthermore, it is ensured that initial state values do not in-

fluence the AdHT performance by applying the cyclic steady-state condition. Equality con-

straints ensure, e.g., fixed operating conditions like the temperature levels. Inequality con-

straints guarantee, e.g., that the adsorber is heated from the medium to the high temperature by 

only using the heat of adsorption released during the adsorption-based heating phase or the 

enthalpy recovered during a recovery phase. Table 2 summarizes the lower and upper bounds 

of all control and design parameters used to solve the multi-objective optimal control problem. 
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To solve the multi-objective optimal control problem, we transformed the multi-objective prob-

lem to multiple single-objective problems using the ε-constraint method [32]. We then applied 

the efficient multiple-shooting algorithm MUSCOD-II [33, 34]. The optimization problems 

were set up in MUSCOD-II using the Python module MoBa MUSCOD [35]. The optimization 

problems were coupled with the dynamic AdHT model using the functional mock-up interface. 

Solving all single-objective optimization problems results in a Pareto Frontier of Pareto-opti-

mal solutions regarding exergy efficiency and power density of the AdHT. Details of the opti-

mization framework were published previously in Ref. [36]. 

Table 2. Lower and upper bounds of control and design parameters. 

Parameter Symbol Unit Lower 

bound 

Upper 

bound 

Time of heating and pre-desorption phase 𝜏heating pre−des s 25 3000 

Time of use and desorption phase 𝜏use des s 0 250 

Time of recovery phase 𝜏recovery s 0 250 

Volume flow during the use phase  ̇use l/min 0.1 15 

Number of fins 𝑛fins - 100 500 

Height of fins ℎfins mm 1 30 

Thickness of fins 𝑡fins mm 0.12 1 

Linear scaling factor of the evaporator SFevap - 0.1 15 

Linear scaling factor of the condenser SFcond - 0.1 15 

4. Discussion and results 

The impact of different recovery strategies on the performance of a two-bed Adsorption Heat 

Transformer (AdHT) is exemplarily studied for the operating temperature triple 𝑇low = 25 °C / 

𝑇med = 90 °C / 𝑇high =   0 °C. Studied recovery strategies are 1) heat recovery, 2) mass re-

covery, and 3) simultaneous heat and mass recovery. Note that simultaneous heat and mass 

recovery cannot set heat or mass recovery to zero, but both are performed simultaneously. 

4.1 Trade-off between exergy efficiency and power density 

Pareto frontiers express the AdHT performance by showing the trade-offs between exergy effi-

ciencies COPex and power densities SHP at optimal design and cycle control (Figure 4). Thus, 

each point on each Pareto Frontier corresponds to different AdHT designs and cycle controls. 

As shown in Figure 4, the AdHT shows promising performances for upgrading heat from below 

to above 100 °C, with maximum exergy efficiencies greater than 64% and maximum power den-

sities greater than 150 W/kg. All three recovery strategies improve the AdHT performance com-

pared to the simple AdHT operation. The simultaneous heat and mass recovery increases the max-

imum power density SHP by 13% to 171 W/kg, reaching the highest power density. The mass 

recovery increases the maximum exergy efficiency COPex by 7% to 0.69 J/J, reaching the highest 

exergy efficiency. Besides, the AdHT with simultaneous heat and mass recovery consistently 

dominates the AdHT with heat recovery and lies between the AdHT performance with heat or 

mass recovery. The overall Pareto frontier combines two recovery strategies: Simultaneous heat 

and mass recovery and mass recovery. Reasons for improvements in exergy efficiency and power 

density compared to the simple AdHT operation are discussed in detail in the following sections. 
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Figure 4. Trade-offs between exergetic coefficient of performance COPex and specific heating 

power SHP for various recovery strategies at optimal AdHT designs and cycle controls. 

4.2 Heat and mass recovery mechanisms to increase exergy efficiency 

The exergy efficiency COPex increases with increasing useful exergy during the use phase or de-

creasing exergy demand for vaporization and desorption (cf. Equation 1). Three effects influence 

the exergy efficiency of the AdHT with heat recovery: 

1) At the start of the adsorption-based heating phase, the adsorber starts at a temperature higher 

than the medium temperature 𝑇med due to the recovered enthalpy (cf. Table 3). Thus, less 

heat of adsorption is required to heat the adsorber to the high temperature 𝑇high, indirectly 

provided by the evaporator (cf. Section 2). Consequently, the exergy demand for vaporization 

decreases. 

2) However, at the start of the pre-desorption phase, the adsorber starts at a temperature lower 

than the high temperature 𝑇high because enthalpy is recovered from the hot to the cold adsorber 

(cf. Table 3). Thus, less heat required for desorption can be provided by the sensible heat of 

the adsorber (cf. Section 2), and the exergy demand for desorption increases. 

3) As less heat of adsorption is required to heat the adsorbers in the adsorption-based heating 

phases, more heat of adsorption can be used to generate useful exergy. 

In summary, the decreased exergy demand for vaporization and the increased useful exergy out-

weigh the increased exergy demand for desorption. Thereby, the AdHT with heat recovery im-

proves the exergy efficiency compared to the AdHT without recovery strategy. In contrast, the 

AdHT with mass recovery improves the exergy efficiency most due to four impacts: 

1) As for the AdHT with heat recovery, the adsorber starts at a temperature higher than the me-

dium temperature 𝑇med at the beginning of the adsorption-based heating phase (cf. Table 3). 

However, the start temperature can become higher than the high temperature 𝑇high because 

the AdHT with mass recovery recovers both the sensible heat of the adsorber and latent heat 

of the desorbed vapor (cf. Section 2). The latent heat of the vapor is not used but condensed 

when using the AdHT with heat recovery. Hence, the exergy demand for vaporization de-

creases significantly for the AdHT with mass recovery. 

2) The mass recovery also decreases the start temperature of the adsorber during the pre-desorp-

tion phase. The start temperature decreases below the high temperature 𝑇high because the ad-

sorber provides the heat required for desorption during the mass recovery by its sensible heat 
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(cf. Table 3). However, the exergy demand for desorption does not increase as the sensible 

heat is already used for desorption. In other words, the pre-desorption phase is partly shifted 

in the mass recovery phase. 

3) Less refrigerant needs to be desorbed during the desorption phase because the mass recovery 

itself partly desorbs the adsorber (cf. Section 2). As a result, the exergy demand for desorption 

decreases. 

4) Although less heat of adsorption is required during the adsorption-based heating phase, the 

heat of adsorption applicable to generate useful exergy does not increase because the mass 

recovery reduces the working capacity exploitable during the use phase. Instead, the exploit-

able working capacity can even decrease with long recovery phases, reducing the useful ex-

ergy. 

In summary, the reduced useful exergy is outperformed by decreased exergy demands for vapor-

ization and desorption. Thus, the AdHT with mass recovery improves the exergy efficiency com-

pared to the AdHT without recovery strategy. 

Table 3. Impacts of recovery strategies on the recovered enthalpies and temperatures 

reached after the first recovery phase (cf. Figure 2a) for the AdHT designs and cycle controls 

that maximize the specific heating power (SHPmax) or exergetic coefficient of performance 

(COPex
max) (cf. Figure 4). 

Parameter Unit 
Heat recovery Mass recovery Combined recovery 

SHPmax COPex
max SHPmax COPex

max SHPmax COPex
max 

Recovery time s 3.1 188.2 3.0 173.8 3.1 26.8 

Recovered enthalpy kJ 28.9 360.7 13.1 829.7 36.2 637.5 

Recovered enthalpy 

due to heat recovery 

kJ 28.9 360.7 0 0 27.6 -12.8 

Recovered enthalpy 

due to mass recovery 

kJ 0 0 13.1 829.7 8.6 650.3 

Recovery rate K/s 5.28 0.09 1.88 0.21 6.37 1.07 

Sorbent temperature 

of first adsorber 

°C 108.4 104.1 108.2 93.5 104.8 96.8 

Temperature of first 

adsorber heat ex-

changer 

°C 99.2 104.1 109.9 93.6 98.7 102.6 

Temperature of heat 

transfer fluid of first 

adsorber 

°C 98.3 104.1 110.5 94.2 98.3 105.0 

Sorbent temperature 

of second adsorber 

°C 93.4 104.0 95.2 121.5 98.4 116.7 

Temperature of sec-

ond adsorber heat 

exchanger 

°C 101.5 104.0 92.4 121.5 102.3 110.2 

Temperature of heat 

transfer fluid of sec-

ond adsorber 

°C 102.3 104.0 89.7 120.7 102.6 107.7 
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For the AdHT with simultaneous heat and mass recovery, all reasons discussed apply simultane-

ously. Therefore, it could be expected that the exergy efficiency improves further compared to 

applying single heat or mass recovery. Indeed, the AdHT with simultaneous heat and mass recov-

ery dominates the AdHT with heat recovery and achieves higher exergy efficiencies (cf. Figure 4) 

because more enthalpy can be recovered due to the additional mass recovery (cf. Table  3). Thus, 

the overall exergy input decreases. However, the AdHT with simultaneous heat and mass recovery 

does not reach the highest exergy efficiency of the AdHT with mass recovery (cf. Figure 4). The 

highest exergy efficiency is not reached because high exergy efficiencies require increasing re-

covery times, for which mass recovery and heat recovery start to work against each other. For the 

ADHT designs and cycle controls that lead to the highest exergy efficiencies, the AdHT with mass 

recovery achieves temperatures up to 121 °C for the adsorber receiving the recovered enthalpy 

and temperatures as low as 94 °C for the adsorber providing the enthalpy (cf. Table  3). In com-

parison, the AdHT with heat recovery achieves an equilibrium temperature of 104 °C in both ad-

sorbers (cf. Table  3). When applying simultaneous heat and mass recovery, the desirable temper-

ature difference created by mass transfer is destroyed by heat transfer. Thus, the heated adsorber 

is cooled, and the cooled adsorber is heated, which contradicts the actual purpose of the recovery 

phases. As a result, the length of the recovery phase is limited (cf. Table 3), and the AdHT cannot 

achieve the maximum exergy efficiency with simultaneous heat and mass recovery. 

4.3 Heat and mass recovery mechanisms to increase power density 

The power density can increase by either increasing the average useful heat flow per cycle or 

decreasing the overall system mass (cf. Equation 2). The AdHT with heat recovery improves the 

power density for five reasons: 

1) A larger part of the heat of adsorption can generate useful heat instead of heating the adsorber 

during the adsorption-based heating phase (cf. Section 4.2). Thus, the average useful heat flow 

per cycle increases. 

2) The cycle time decreases by 37-71% (cf. Figure 5a) at the same exergy efficiencies mainly 

because the overall heating time can be decreased by about 20-54%. The overall heating time 

𝜏heating is the adsorption-based heating time 𝜏heating pre−des plus the recovery time 𝜏recovery 

(cf. Section 3). The overall heating time decreases because the heat recovered is transferred to 

the adsorber at a higher temperature than the saturated vapor, entering the adsorber during the 

adsorption-based heating phase (cf. Section 2). Thus, the adsorber can be heated faster from 

the medium temperature 𝑇med to the high temperature 𝑇high. 

3) The time constant of the adsorber heat exchanger decreases by 16-54% (cf. Figure 5c) at the 

same exergy efficiencies, leading to an adsorber design characterized by faster heat transfer 

and lower thermal masses. The time constant decreases because less heat of adsorption, which 

correlates with the sorbent mass, is required for heating the adsorber due to the mass recovery: 

Thus, a smaller adsorber with less sorbent relative to the adsorber heat exchanger mass is 

sufficient to operate the AdHT. 

4) As the recovered enthalpy heats the adsorber to temperatures already higher than the medium 

temperature 𝑇med (cf. Table 3), less heat of adsorption is required to heat the adsorber, indi-

rectly provided by the evaporator during the adsorption-based heating phase. Thus, a smaller 

evaporator is sufficient to operate the AdHT (cf. Figure 5d), reducing the evaporator heat ex-

changer mass by 34-76% at the same exergy efficiencies. 

5) The condenser heat exchanger mass reduces by 22-80% (cf. Figure 5e) at the same exergy 

efficiencies because the temperature of the vapor, which enters the condenser during the de-

sorption phase, is reduced due to the heat recovery. Thus, a smaller condenser is sufficient to 

operate the AdHT. 
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Figure 5. Optimal design and control parameters for various recovery strategies applied to an 

AdHT. All solutions are plotted over the exergetic coefficient of performance COPex (cf. Fig-

ure 4): (a) Overall cycle time 𝜏cycle, (b) volume flow during the use phase  ̇ads, (c) time con-

stant of the adsorber heat exchanger 𝜏hx, (d) linear scaling factor of the evaporator SFevap, and 

(e) linear scaling factor of the condenser SFcond. Gray dashed horizontal lines mark lower and 

upper bounds of design and control parameters. The star (*) marks the time constant of the ad-

sorber heat exchanger at which a sorbent monolayer is achieved at the maximum height of fins 

(i.e., 30 mm) and the minimum thickness of fins (i.e., 0.12 mm). 

Focussing on the AdHT designs and cycle controls that maximize the specific heating power, 

the mass recovery does not reach power densities higher than 150 W/kg as achieved by the heat 

recovery. Heat recovery achieves higher power densities because the recovery rate is faster due 

to lower transport resistances (cf. Table 3). Still, the AdHT with mass recovery improves the 

power density at the same exergy efficiencies compared to the AdHT without recovery for 

similar reasons as the AdHT with heat recovery: 

1) The cycle time decreases by up to 82% because the overall heating time decreases up to 51% 

(cf. Figure 5a). The overall heating time decreases since the vapor, entering the adsorber dur-

ing the recovery phase, has a higher temperature than the saturated vapor, entering the adsorber 

during the adsorption-based heating phase (cf. Section 2). 

2) The cycle time is also reduced since less heat of adsorption is required during the adsorption-

based heating phase. Thus, an adsorber design with less sorbent mass is selected, allowing to 

increase the adsorber heat exchanger mass to improve the heat transfer: The time constant of 

the adsorber heat exchanger decreases up to 52% (cf. Figure 5c). As a result, heat is transferred 

faster in all AdHT phases, and the cycle time decreases. 

3) The mass of the evaporator decreases by 7-82% (cf. Figure 5d) because the recovered enthalpy 

can heat the adsorber strongly (cf. Table 3) and less vapor needs to be generated during the 

adsorption-based heating phase. Thus, a smaller evaporator is sufficient to serve the reduced 

evaporator load. 

4) The mass recovery decreases the amount and temperature of the vapor, which enters the con-

denser during the desorption phase. As a result, a smaller condenser optimally operates the 

AdHT, and the condenser mass decreases by 11-82% (cf. Figure 5e). 
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As discussed in Section 4.2, all effects discussed above apply simultaneously to the AdHT with 

simultaneous heat and mass recovery. Below exergy efficiencies of 62.2% (cf. Figure 4), simul-

taneous heat and mass recovery dominates both heat or mass recovery because the recovery rate 

increases up to 6.4 K/s (cf. Table 3) due to the enthalpy recovered additionally. Thus, the cycle 

time reduces (cf. Figure 5a), and the power density increases. For higher exergy efficiencies, the 

power densities lie between the power densities of the AdHT with heat or mass recovery as heat 

and mass recovery start to work against each other (cf. Section 4.2). The faster heat recovery limits 

the recovery time below 27 s (cf. Table 3), leading to overall heating times and cycle times longer 

than for the AdHT with mass recovery (cf. Figure 5a). Thus, the power densities are lower than 

the power densities achieved by mass recovery. Consequently, the adsorber design and scalings 

of the evaporator and condenser are very similar to the AdHT with heat recovery (cf. Figure 5c-

e) because heat recovery is the dominant recovery mechanism. 

Besides, the volume flow shows the same trend for all recovery strategies during the use phase: 

The volume flow is at its maximum value for high specific heating powers and decreases above a 

specific exergy efficiency with increasing exergy efficiency (cf. Figure 5b). The volume flow 

starts at its maximum value to increase the tube-side heat transfer, leading to decreased cycle time 

and higher power density. The volume flow decreases to ensure an optimal ratio between useful 

exergy and exergy input. If the volume flow stayed constant, the tube-side heat transfer in the 

adsorber would stay high, and thus the average adsorber temperatures would decrease and almost 

reach the high temperature 𝑇high at the end of the use phase. At the same time, the adsorber pres-

sure would still reach the evaporator pressure given by the medium temperature 𝑇med. In turn, the 

working capacity exploitable in the AdHT cycle would increase. As a result, both the useful 

exergy and exergy input would increase, but the ratio of useful exergy and exergy input would not 

be optimal. Indeed, the result on the volume flow may not be universally valid, and we expect a 

dependency on the selected working pair, the operating temperatures, and the process kinetics. 

Hence, further analyzes are required in the future. 

5. Conclusions 

The analysis highlights that all heat and mass recovery strategies improve AdHT performance. 

The AdHT with simultaneous heat and mass recovery leads to the highest power density 

(171 W/kg), while the AdHT with mass recovery leads to the highest exergy efficiency 

(0.691 J/J). The AdHT with simultaneous heat and mass recovery dominates the AdHT with heat 

recovery with respect to efficiency and power density. 

Compared to the literature, heat and mass recovery improve the AdHT performance by about 

10%, similar to results reported for AdHTs using open concepts [6]. As reported by the idealized 

analyzes performed for AdHTs using closed concepts [12, 13], heat recovery can improve the 

maximum efficiency by 4% but not by 10-15%. However, mass recovery improves maximum 

efficiency by 13%. 

Consequently, the AdHT with simultaneous heat and mass recovery seems most promising as it 

combines high power densities with high exergy efficiencies. However, when considering the 

system complexity, the AdHT with mass recovery seems most promising as it only requires one 

additional valve between the two adsorbers. Thereby, the AdHT with mass recovery avoids the 

complex hydraulic connections of the adsorber heat exchangers needed for heat recovery. There-

fore, the AdHT with mass recovery should be easier to implement in practice. 

Overall, AdHTs have the potential to recover low-temperature waste heat efficiently, and their 

performance can be improved by 7-13% when applying heat, mass, or simultaneous heat and mass 

recovery.  
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Abstract 

Industrial processes represent a significant source of waste heat with a low temperature level 

below 100°C. Very often, there are no reliable ways to use this low-grade heat directly, e.g., 

for district heating or to convert it to electricity which is the most universal energy carrier. 

Organic Rankine Cycle (ORC) is the only commercially available technology for low 

temperature application. However, this technology is rather complex and not economically 

sound for practically interesting low temperature ranges, especially for small-scale (< 500 

kW) applications. The concept of the isobaric expansion (IE) engine is a promising 

alternative to ORC as well as to other known energy conversion technologies for the 

conversion of low-grade and medium-grade heat (>30⁰C) into mechanical energy or 

electricity. In this work, a thermal model describing heat transfer in regenerator of IE engine 

is developed and a study on the heat regeneration potential is carried out. 

Keywords: dense working fluids, isobaric expansion, low-grade heat, heat driven pump, heat 

transfer limitation, regenerative heat engine, phase transition 

1. Introduction 

Regeneration plays an important role in numerous heat engines, such as Organic Rankine 

Cycle (ORC) plants or Stirling-type engines. Generally, a higher degree of regeneration in 

regenerative heat engines helps to reach better thermal efficiencies [1]. Until now, the actual 

degree of regeneration that can be achieved in heat engines with working fluids undergoing 

phase change has hardly been investigated. Even for ideal gas working fluids, the 

regeneration process is very difficult to model accurately. Therefore, only models with 

significant simplifications are used [2, 3]. Often actual regeneration is even not considered. 

Instead, ideal regeneration [4, 5] or a certain regeneration degree is assumed [5-8]. As 

recently shown by Kronberg et al. [9], this procedure can easily violate the second law. An 

improved estimation of the regeneration potential can be obtained by so-called cumulative 

enthalpy curves [10]. The degree of regeneration in counter-current heat exchangers in a 

steady-state operation is evaluated using a pinch-point analysis of the heat delivering and heat 

receiving curves, with due consideration of the minimum temperature difference necessary to 

realise the heat transfer [11, 12]. The pinch-point analysis represents a good tool for process 

design and energy-potential analysis. However, for the description of heat exchangers it is not 

suitable. A more general thermodynamic analysis of the heat regeneration problem applicable 

to transient processes is presented in [9] where a method to calculate the maximum degree of 

energy transferrable between two arbitrary fluid streams is presented that takes the second 

law into account.  

A promising heat engine type is the so-called isobaric expansion (IE) engine described by 

Glushenkov et al. [11] and studied experimentally in [13]. The IE engine operates with dense 

working fluids, i.e. fluids which are fully liquid in cold state and gaseous or supercritical in 

hot state [14, 15]. In [11], IE engines were subdivided into two classes, namely Bush-type 

and Worthington-type engines. In this paper, only Bush-type engine (or displacer-type 
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engine) is considered. Such engines operate in an unsteady-state mode and are difficult to 

model because of cyclic flow reversal and high pressure changes. 

A schematic of the Bush-type IE engine is shown in Fig. 1. A cylinder filled with a working 

fluid is divided into a cold space (Cs) and a hot space (Hs) by a displacer. The displacer 

movement pumps the working fluid through a heat exchanger sequence comprising a heater 

(H), a regenerator (R) and a cooler (C). When the working fluid is cyclically displaced 

between the cold and the hot space, its temperature changes in cycles, so that the working 

fluid expands and compresses thus causing the power piston to move. If the expansion and 

compression of the working fluid take place at different pressures, a certain net work, positive 

or negative, is generated per cycle. 

 

Fig. 1: Schematic view of the regenerative isobaric expansion engine. 

The IE engine performance can compete with that of conventionally used ORC plants; 

furthermore, for low temperature heat sources (below 100°C), IE engines achieve relatively 

high efficiencies, up to 15% [6, 11]. The thermal efficiency can reach even higher values for 

higher heat source temperatures (>200°C) [11, 16]. Thermodynamic analysis shows a huge 

potential for regenerative IE engine application, with efficiencies up to 80% of Carnot 

efficiency [11]. However, the evaluation given in [11] is based on idealised model 

assumptions, such as ideal heat transfer conditions in the heater and cooler. Later the model 

was extended in [16] by considering dead volumes (internal volumes of the heat exchanger 

equipment) and frictional pressure losses of the heat exchanger equipment. It was found that, 

due to the combined influence of these two factors, heat exchangers with compact design, 

characterised by a large surface density, would be beneficial. In addition, a simplified steady-

state design method for compact heat exchangers was presented in [16]. Since the 

regeneration strongly affects the thermal efficiency of the IE engine, further efforts must be 

undertaken that are capable of predicting realistic degrees of regeneration. 

In this work, a thermal model describing the regeneration process in IE engine application is 

presented. The model takes into account the transient heat transfer process between the fluid 

and the solid. A model-based analysis is carried out showing the difference in the 

regeneration of the phase-changing working fluid R134a and supercritical carbon dioxide. 

Furthermore, the model is extended to govern a recuperative process with the working fluid 

R134a. The results are compared with the heat exchanger efficiency values obtained by the 

theoretical approach of Kronberg et al. [9]. The presented method can easily be applied to 

regenerative processes in other heat engine applications. 

2. Physical model and numerical method 

2.1 The isobaric expansion engine 

The thermodynamic description of the IE engine was detailed in [6, 11, 16]. Here, we only 

address the inherent features of the thermal model. The IE engine work can be followed with 

the help of Fig. 1. At the beginning, the displacer is at the extreme left position and the 

working fluid is mostly in the cold space at cold state and at the initial pressure     . The 

displacer starts moving and displaces the fluid from the cold space through the cooler, 
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regenerator and heater to the hot space. While passing the solid regenerator, the fluid receives 

heat stored during the previous cooling phase. Thus, both the average fluid temperature and 

the pressure inside the engine rise. When a certain pressure level       is reached, the power 

piston starts moving. The pressure       is determined by the engine load. Reaching the 

extreme right position, the heating phase ends and the cooling phase begins. As the fluid is 

displaced from the hot to the cold space passing the heat exchanger sequence, the fluid is 

cooled and a certain amount of heat is stored in the regenerator. Due to the temperature 

decrease, the pressure drops down and reaches the initial pressure     . As soon as the 

pressure level      is reached, the power piston starts moving to its initial position due to the 

fluid volume reduction. 

The thermodynamic behaviour of the IE engine can be represented by an ideal rectangular 

cycle, Fig. 2 [6]. During the stages 12 (pressurisation) and 23 (isobaric expansion), 

heating takes place, whereas during the stages 34 (depressurisation) and 41 (isobaric 

contraction), the working fluid is cooled.  

 
Fig. 2: Idealised rectangular cycle consisting of two isobaric and two isochoric stages (according to [6]). 

Both dead internal volumes of the heat exchanger equipment (compressible volumes not 

swept by the displacer) as well as frictional pressure losses negatively affect the thermal 

efficiency of the IE engine [6, 16]. Thus, in [16] it is recommended to use the so-called 

printed circuit heat exchangers (PCHE) with a high specific surface, as shown in Fig. 3a 

[17]. Besides, a very high pressure resistance is required, because a working IE engine can 

reach very high pressures (up to several hundred bars), and PCHE are highly pressure-

resistant [18]. A PCHE consists of several plates in which small-diameter channels are 

chemically etched. The plates are joined together by diffusion bonding. Both the individual 

plate design and the variation in the arrangement of single plates (e.g. alternating order for 

hot and cold fluid streams) provide a high degree of freedom [19].  

a) b) 

 

Fig. 3: Printed circuit heat exchanger: a view on the single layers [17] (a); a schematic cross-section (b). 

2.2 Regenerator modelling and mathematical description 

A physical model describing the regeneration is presented in Fig. 4. Fig. 4a illustrates the 

arrangement of the regenerator domain with the length    within the IE engine. Depending 
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on the displacer movement, the working fluid is pumped from the cooler to the heater or vice 

versa, which is indicated by the red and blue arrows showing the flow directions. A 

schematic of the cross-section of the regenerator is shown in Fig. 4b, with the channel 

diameter   , plate thickness    and the wall thickness   . 

a)  

 

b) 

 

Fig. 4: Schematics of the IE engine regenerator model (a) and of a cross-section of the regenerator (b). 

Based on Fig. 4, relevant geometric characteristics for the heat transfer process can be 

derived. The cross-sectional area of the flow in a semi-circular channel    , the 

circumference of this channel  , the fluid volume within the regenerator    and the hydraulic 

diameter    are given by the following relationships: 

    
   

 

 
 (1) 

             (2) 

            (3) 

    
   
 
 
   
   

 
(4) 

with     being the total number of channels in the regenerator. The swept volume     of the 

displacer can be related to the fluid volume within the regenerator as follows: 

         (5) 

where   is the corresponding volumetric ratio. Its value is determined by the construction of 

the engine. The displacer movement is approximated by a sinusoidal function. The 

volumetric flow rate of the streams entering the hot space or leaving it is: 

                       (6) 

where   is the operating frequency of the IE engine.  

Assuming that thermal conduction in flow direction is negligible compared to the convective 

energy transport, the energy equation for the fluid phase is given by 

     

  
 
 

  
          (7) 

where   is the specific internal energy,   is density,   is the specific enthalpy,    is the 

velocity component in   direction and    is a volume specific source term. The continuity 

equation in a one-dimensional form reads as: 

  

  
 
 

  
         (8) 

where    is a volumetric mass source term due to phase change. Heat transport in the solid 

phase is described by 

   
  

 
  

      
 
  

   
 
  

   
    (9) 

where    denotes the solid phase temperature and            are the thermal conductivity, 

density and the heat capacity of the solid phase, respectively. 
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The computational domain is divided into a fluid part containing    segments (white) and a 

solid part containing            segments, as shown in Fig. 5. The indices   and   identify 

the solid phase segments.  

 

Fig. 5: Computational domain of the regenerator with solid phase segments (grey, diamonds) and fluid 

segments (white, squares). 

On the regenerator side adjacent to the heater (     , a mass flow boundary condition is set 

for the fluid phase to ensure the same amount of mass passing the regenerator during the 

heating and cooling phase. The boundary condition is defined, depending on the volumetric 

flow rate determined by the displacer movement in Eq. (6): 

                             (10) 

where    is the mass flow rate and    is the heat source temperature. The fluid enters the 

fluid channel either from the heater (      or from the cooler (    ) at hot or cold state, 

respectively. The specific enthalpy of the fluid entering or leaving the computational domain 

is 

       
                            

                       
  (11) 

at the hot end and 

       
                              

                         
  (12) 

at the cold end, where    is the temperature of the heat source and   is pressure. The pressure 

in Eq. (11) and (12) is set to      during the cooling phase and to       during the heating 

phase. At the interface boundary at     , the following condition is imposed: 

                            (13) 

with    being the heat flow rate,   denotes the heat transfer coefficient and    is the area of 

the fluid channel wall. The heat transfer coefficient in Eq. (13) is determined based on 

Nusselt number correlations. The correlations used in the presented work were primarily 

chosen based on the recommendations for micro-channels and mini-channels given in [20, 

21]. They are summarised in Table 1. 

Table 1: Nusselt number correlations used in this work 

Single-phase flow Condensing flow Flow-boiling Supercritical flow 

Gnielinski [22] Akers and Rosson [23] Bertsch et al. [24] Mokry et al. [25] 

In accordance with the requested good insulation of heat exchanger equipment, adiabatic 

boundary conditions are assumed at the front and back faces of the regenerator: 

 
   
  

         (14) 
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At     , a symmetry boundary condition given by 

   
  

        (15) 

is used. Fig. 6 gives an overview of the boundary conditions for the regenerator thermal 

model. 

 

Fig. 6: Boundary conditions of the computational domain: Symmetry (purple), adiabatic condition (blue) and 

interfacial boundary condition (red). The specific enthalpies on each end of the regenerator and the mass 

flow rate at the very left end are set for the fluid phase. 

The flow direction within the fluid domain changes periodically according to the movement 

of the displacer, as described by Eq. (6). Consequently, the alternating heating and cooling of 

the fluid takes place; they can be described by the following two half cycles: 

                                           (16) 

                                       (17) 

where        is the current cycle, starting with          and   is the cycle period. The 

thermodynamic cycle consists of two isobaric and two isochoric stages (cf. Fig. 2). We 

assume that the duration of the isobaric stages is much longer than that of the isochoric 

stages, i.e. the heat transfer mostly takes place during the isobaric stages. Thus, the pressure 

during the heating and cooling phase is equal to       and      respectively. This 

simplification was also used in [16]. After each half cycle, a reinitialisation is performed 

using the following relationships: 

                                       (18) 

                                           (19) 

The model equations are now discretised, according to Fig. 5. The mass, the specific internal 

energy and the temperature of the fluid and the vapour volume fraction   are determined in 

the centre of a segment. The mass flow rates and enthalpy flow rates entering the segment are 

determined on the adjacent surfaces, as visualised in Fig. 6. Integration of Eq. (7) over the 

volume of a fluid segment gives 

 
     

  
    

 

  
                 (20) 

Applying the Gaussian divergence theorem to the convective term results in 

  

  
   

  

  
     

 
     

 
    (21) 

where     
 
 and     

 
 are the enthalpy flow rates on the adjacent left (-) and right (+) faces of 

a segment (see Fig. 6). 
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Fig. 7: A section of the computational domain with energy and mass flows entering and leaving a segment. 

The mass balance equation for a segment covers the mass change of the vapour phase 

(subscript  ) and the liquid phase (subscript  ): 
  

  
 
   

  
 
   

  
 (22) 

The time derivatives for each phase are obtained from Eq. (8), by integrating over a segments 

volume and applying the Gaussian divergence theorem 

   

  
    

   
    

   
      (23) 

   

  
    

   
    

   
      (24) 

with      being the mass undergoing phase change per unit time. Based on the heat 

transferred between the solid and fluid phases according to Eq. (13), the evaporating or 

condensing mass per unit time is determined by: 

     
  

      
  (25) 

Here     is the heat of evaporation which depends on the pressure. Consequently, the heat of 

evaporation differs in cooling and heating phase. The mass flow rates of the vapour and the 

liquid phase in Eq. (23) and (24) are 

   
  
           

  
 (26) 

   
  
               

  
 (27) 

where   is the vapour volume fraction and   
  

 and   
  

 are the vapour and the liquid 

densities on the surface. The density of the vapour and liquid phase on the adjacent surface is 

    
   

  
    
                  

    
                   

  (28) 

while the vapour volume fraction is obtained by 

  
 

  
  
  
  

  
  

 (29) 

with   as the vapour mass fraction. The volumetric flow rate is determined by the volume 

entering a segment and the change of the overall fluid volume within a segment 

   
  
      

  
 
     
  

 
     
  

  (30) 

where the time derivatives of the vapour and liquid volumes represents the volume change of 

each phase due to thermal effects, e.g., evaporation/condensation or thermal 

expansion/contraction: 

   
  

 
  

  
   

   
  

       (31) 

78



8 

 

   
  

 
  

  
       

   
  

        (32) 

Initially, the process starts with a cooling phase, in which heat is transferred from the fluid to 

the solid at low pressure, Eq. (33). The internal energy of the fluid is initialised with the 

heater temperature    and low pressure     , since the fluid enters the domain from the hot 

side (Hs) after having passed the heater (H), Eq. (34). As at the beginning the displacer starts 

at the extreme right position, the mass flow rate everywhere is equal to zero, Eq. (35). The 

solid- phase temperature is initially set to the mean temperature of the heater and cooler, Eq. 

(36). 

       (33) 

                 (34) 

        (35) 

        
     
 

 (36) 

The fluid properties are obtained by the REFPROP 9.1 database [26]. The thermal model is 

integrated in time with an implicit time stepping scheme which provides reasonable accuracy 

and stability for larger time-steps. The heat transfer equation for the solid phase is discretised 

with finite-difference method and the model is implemented in MATLAB. 

3. Results 

3.1 Regenerative process with subcritical working fluid R134a 

In a first study, the commonly used R134a is applied as a working fluid in the thermal model. 

The pressure values of              and                are chosen that are close to the 

saturation conditions at the heat source temperature          (                 ) and 

heat sink temperature          (                ). The operating frequency is     . A 

grid independence study was carried out, by varying the number of segments in flow direction 

and normal to it. Satisfactory results were obtained for              in flow direction and 

             in normal direction. The design parameters of the regenerator are given in 

Table 2; they are kept for all other cases. The solid phase regenerator material was selected to be 

steel       
 

   
      

    

   
        

  

   . 

Table 2: Design parameters of the regenerator 

               

                        

During the post-processing the frictional pressure drop is calculated from pressure drop 

correlations. They are summarised in Table 3. 

Table 3: Pressure drop correlations used in this work 

Single-phase flow Condensing flow Flow-boiling Supercritical flow 

Fang et al. [27] Zhang and Webb [28] Kim and Mudawar [21] Fang et al. [29] 

Fig. 8 shows the temperature of the fluid over time for the hot (red line) and cold (blue line) 

side of the regenerator. The temperature of the hot side shown in Fig. 8a is evaluated at the 

end of the heating phase and the temperature of the cold side at the end of the cooling phase. 

From Fig. 8a it can be seen that a quasi-steady-state is reached after 350 cycles.  

A more detailed view on the regeneration process is depicted in Fig. 8b. It shows the 

temperature at the hot end (red) and cold end (blue) over time for the last cycle of the 
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simulation. The dash lines represent the heat source (red) and the heat sink (blue) 

temperature, respectively. During the cooling phase (first half cycle), the fluid enters the 

regenerator from the hot side under the heater conditions (            ) and leaves the 

regenerator at approximately      , i.e. the fluid is cooled by          . During the 

heating phase (second half cycle), the fluid enters the regenerator in cold state (  

             from the cooler. The temperature difference between the fluid leaving and 

entering the regenerator here is rather small with approximately         . This can be 

attributed to the difference between the values of the fluid heat capacity at        (cooling 

phase) and at         (heating phase). The larger value results in a smaller temperature 

difference     , since in both cooling and heating phase the change of internal energy is 

equal. 

a) b)  

Fig. 8: Temperature of the fluid at the regenerator hot side (heating phase) and at the cold side (cooling 

phase) (a); temperature profile for the last simulated cycle (b) 

The temperature of the solid phase is depicted in Fig. 9, while the solid segments correspond to 

those adjacent to the fluid. In Fig. 9a, the temperature at each end of the regenerator is shown for 

the first 50 cycles of the simulation, starting with the initial temperature            . A 

growing temperature difference between the hot and cold side is visible. In Fig. 9b, the 

temperatures at each end are plotted for the last 5 cycles. The temperature at each side of the 

regenerator shows a quasi-steady behaviour, as the temperature profiles have a repeated form in 

each of the cycles. 

a) b) 

Fig. 9: Solid-phase temperature at the hot (red) and cold (blue) end for the first 50 cycles of the simulation (a) 

and for the last 5 cycles (b). 
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In Fig. 10, the temperature along the length of the regenerator is illustrated for the solid 

segments adjacent to the fluid. The blue line shows the temperature profile at the end of the 

cooling phase and the red line at the end of the heating phase. The difference between the 

temperature profiles is rather low (maximum     ) compared to the temperature difference 

between the hot and cold end of the regenerator (nearly     ). 

 

Fig. 10: Temperature of the solid phase along the regenerator length for segments adjacent to the fluid. 

We compared the results of the transient simulations with those by Kronberg et al. [9]. In [9], 

the thermodynamically maximum amount of heat         transferrable between two fluids 

was derived based on the enthalpy curves of the fluids delivering and receiving heat. We 

applied the approach suggested in [9] to the working fluid R134a at              and 

               in the temperature range between          and         . Fig. 11 

illustrates the results. The enthalpy of the heating phase     (fluid receiving heat) is given by 

the red line, while the cooling phase enthalpy     (fluid delivering heat) is depicted by the solid 

blue line for an ideal case of zero temperature difference at the pinch point          ). Since 

some temperature difference is always required to realise heat transfer between the fluids, a 

small pinch point temperature difference      is assumed, resulting in a shift of the heat 

delivering curve, which is illustrated by the dash blue line in Fig. 11 for         .  

 
Fig. 11: Cumulative enthalpy curves for R134a obtained based on the approach suggested in [9]. Heating 

phase curve (red) at       and cooling phase curves (blue) at     , both for     and     pinch point 

temperature difference. 
The maximum amount of heat         that can be transferred from the cooling to the heating 

phase is defined by 

                        (37) 
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The results obtained from the transient solution are now evaluated by means of the heat 

exchanger efficiency [30] 

  
  

     
 (38) 

where    is the simulated enthalpy difference and       is the working fluid enthalpy 

difference determined at heat source and heat sink temperatures. The heat exchanger efficiency 

evaluates the transferred heat in relation to the maximum enthalpy difference of the process. For 

the ideal case with the zero pinch point temperature difference (        ), the efficiency 

value of         is obtained. With a finite pinch point temperature difference of         , 

the efficiency value decreases to          . The heat exchanger efficiency for the last cycle 

of the transient simulation is shown in Fig. 12 where the first half cycle shows the heat 

exchanger efficiency defined for the cooling phase 

    
    

        
 (39) 

and the second half cycle depicts the efficiency of the heating phase: 

    
    

        
 (40) 

The cooling efficiency (blue line) increases rapidly at the beginning and reaches a plateau at a 

value of          whereas the heating efficiency (red line) rises slowly from the beginning of 

the half cycle until a value of          is achieved at the end of the cycle. It can be seen that 

the heating phase efficiency is still rising towards the end of the process. A higher heat 

exchanger efficiency could be reached by increasing the length of the regenerator or reducing 

the operating frequency. However, an increased regenerator length is equivalent to a larger dead 

volume and also to an increased frictional pressure drop. Both have a negative impact on the 

thermal efficiency of the IE engine. In the current simulation, the frictional pressure drop 

             , which is just       of the pressure difference              . 

 

Fig. 12: Heat exchanger efficiency during the cooling phase (blue) and heating phase (red) obtained for the 

simulated last cycle. 

When evaluating a regeneration process, it is reasonable to consider the results based on the 

maximum possible regeneration         (as depicted in Fig. 11). Therefore, in [9], the overall 

heat transfer efficiency was defined as 

  
  

       
 (41) 
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For R134a, an overall heat transfer efficiency of          for the cooling phase and     

    for the heating phase are obtained.  

3.2 Regenerative process with supercritical working fluid carbon dioxide 

In [6], working fluids operating in supercritical state at high pressure level were found to be 

promising enhancing the thermal efficiency of IE engines. Such fluids have a high regeneration 

potential [11]. For this reason, in the present work, the thermal model is applied to supercritical 

carbon dioxide. The temperatures of the heat source and heat sink are kept at          and 

        , while the pressure values are set to             and             . To 

facilitate the solution, the solid temperature profile from the previous simulation with R134a is 

now used as the initial condition for the solid phase. A quasi-steady-state was reached after 50 

cycles. For the given operating conditions, an ideal heat exchanger efficiency          is 

estimated. The heat exchanger efficiency for the last cycle of the supercritical regeneration 

process is depicted in Fig. 13. The supercritical regeneration process reaches heat exchanger 

efficiencies up to      in the cooling phase and      in the heating phase. Thus, the heat 

exchanger efficiency of the heating phase is eight times higher than in the process with R134a. 

Using Eq. (41), an overall heat transfer efficiency value of              is reached, which is a 

significant improvement to the R134a values              . 

 
Fig. 13: Heat exchanger efficiency of the supercritical process operating with carbon dioxide. 

3.3 Recuperative process with subcritical working fluid R134a 

Another promising application of the IE engine is the duplex arrangement of two IE engines 

operating in a counter-phase mode, first proposed in [11] and depicted in Fig. 14. Operating in 

the counter-phase mode means that the cooling phase is in progress in engine A at the same time 

as the heating phase in engine B. In this way, the regenerator becomes a recuperative (counter-

current) heat exchanger and the working fluid from engine A directly supplies heat for the 

heating phase of engine B.  
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Fig. 14: Duplex arrangement of two IE engines (engine A and engine B operating in a counter-phase mode) 

coupled through a recuperator. 

The duplex arrangement in the thermal model is considered using the overall heat transfer 

coefficient for the exchange between engine A and engine B as follows: 

    
 

    
 
   

 
 
   

    
 

 

    
 

  

 (42) 

The overall heat transfer coefficient is derived based on Fig. 3b, assuming an alternating pattern 

of plates with fluids related to engine A and engine B. The recuperative process is now 

considered under the same conditions as previously used in the case with R134a (         , 
        ,             ,               ) and for the heat exchanger design parameters 

from Table 2.  

Fig. 15a shows the temperature at the hot (red) and the cold (blue) side of the recuperator over 

time. The recuperative cycle can be divided into five sections. First section ends at 

approximately       , while the heat transfer between the heat delivering stream (in the cooling 

phase) and heat receiving stream (in the heating phase) dominates the recuperation. Thus, the 

fluid at the cold side cools down to      . Between        and       , the temperature 

increases, both for the hot and cold side, since more hot fluid enters the recuperator from the 

heater. In the third period, between        and       , the temperature decreases due to higher 

heat transfer coefficient values reached at higher velocities. Afterwise, the conditions reverse 

and the temperature increases, because the fluid entering from the heater overwhelms the energy 

transport between the two fluid streams. When the motion of the displacer slows down during 

the time period between       and      , the convective transport significantly slows down and, 

consequently, the temperature falls. At the end of the cooling phase, a temperature difference 

          and at the end of the heating phase           is reached between the hot and 

col end of the recuperator. In Fig. 15b, the heat exchanger efficiency of the recuperative process 

is depicted. The heat exchanger efficiency achieved with the recuperative process exceeds the 

value of the regenerative process. At the end of the heating phase, the efficiency rises towards 

the value of         , which is two times higher than the value of the regenerative process. 
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a) b) 

Fig. 15: Recuperative cycle with R134a, a heat source temperature of       and a heat sink temperature of 

     . The engines operate at     : temperature over time (a) and the heat exchanger efficiency (b). 

4. Conclusions  

A thermal model for the regeneration / recuperation process in IE engines was developed, both 

for subcritical and supercritical fluids, to capture the strongly unsteady heat transfer processes 

during the heating and cooling phases. The efficiency of the heat transfer process for one 

subcritical and one supercritical working fluid as well as for one subcritical recuperation process 

was studied numerically. The results confirm the expectations of improved regeneration with 

supercritical fluids (     of maximum possible regeneration) as well as the beneficial impact of 

using a duplex arrangement with a recuperator which increases the heat exchanger efficiency of 

the heating phase by a factor of two. 

Further investigations will focus on the impact of the transient behaviour on the heat transfer to 

derive a quasi-steady model that can be combined with a thermodynamic model from 

Glushenkov et al. [11]. The heater and cooler will be included in the modelling in order to 

perform an overall analysis of the heat transfer processes in IE engines. Furthermore, 

experimental investigations are planned to generate the validation basis for the presented model. 
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 Abstract 

This study aims at investigating the effect of the adsorbent domain dimensions or the heat and 
mass transfer characteristic lengths on the adsorption dynamics in two different open-structured 
adsorber plate heat exchangers (APHE). To this aim, three test frames have been prepared to 
allow performing the adsorption kinetic tests according to the large-temperature-jump 
methodology in a constant volume kinetic setup on loose grains of Siogel (0.71-1.0 mm) under 
different operating conditions. The first test frame (TF1) corresponds to the newly introduced 
APHE [1, 2], while the third (TF3) follows the design of a commercially available PHE 
(GLXN30 [3]). TF2 has been prepared with the same heat transfer characteristic length (HTCL) 
of TF1 and the mass transfer characteristic length (MTCL) of TF3 as a variety of each PHE. 
All obtained adsorption kinetic curves could be described very well with one time constant for 
each tested boundary condition and frame. Increasing the HTCL from 1.5 to 3mm at a MTCL 
of 58.5 mm (TF2 to TF3) resulted in a slight increase in the characteristic time to reach 80% 
of the equilibrium water uptake (τ80%) of 3.8 to 26% at the tested boundary conditions. This 
small effect implies that such a MTCL is quite high, so that the mass transfer resistance 
becomes more dominant than the heat transfer resistance. At the same HTCL of 1.5 mm, 
increasing the MTCL from 27 mm (TF1) to 58.5 mm (TF2) results in much slower adsorption 
kinetics (increase in τ80% with a factor of 1.75 and 2.56 at the operating conditions 5/35/90 and 
15/30/90 °C, respectively). The obtained results indicate the importance of considering the 
MTCL beside the HTCL upon designing an adsorber heat exchanger. A new methodology to 
compare the adsorption kinetic data for different operating conditions and, correspondingly, 
different equilibrium differential water uptakes is introduced based on the obtainable, time-
averaged instantaneous evaporator power. The newly introduced APHE [1, 2] offers up to 2.8 
times higher evaporator power if compared to the GLXN30 [3].    
Keywords: Siogel, Adsorber, Plate heat exchanger, Adsorption kinetics, heat transfer 
characteristic length, mass transfer characteristic length 
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1. Introduction  
According to the international energy agency, the global air conditioning demand 

(space cooling and heating) is expected to grow very fast over the next 30 years and contribute 
by 49.4% in the global electricity demand  [4]. This can be avoided if the market of chillers 
and heat pumps is released from the domination of the electric driven machines, i.e. the 
traditional vapour compression systems. Therefore, non-electric, environment friendly, 
efficient, non-expensive and durable cooling and heating machines are crucially required in the 
next decades. The application of the adsorption chillers and heat pumps seem highly promising 
to enable sustainable cooling and heating, as the driving energy is low-grade heat [5, 6], which 
is abundantly available from solar and waste heat sources. In addition, the adsorption systems 
enable the use of water as refrigerant, which is natural, safe and has neither a global warming 
potential (GWP) nor an ozone depletion potential (ODP). However, thermally driven 
adsorption chillers (TDAd-C) and heat pumps (TDAd-HP) are still, by far, less efficient and 
more expensive than traditional vapour compression systems. Nevertheless, there is a wide 
margin for improving their performance and reliability.  
In the literature, there are many attempts to raise the performance of thermally driven 
adsorption (TDAd) systems to make them competitive to the vapour compression systems. The 
research in the field of the TDAd systems can be categorized into three main areas. The first is 
the area of developing novel adsorbents, such as the new family of adsorbents called selective 
water sorbents (SWS) [7,8] and the metal organic frameworks (MOFs) [9,10,11,12]. Different 
adsorbent families suitable for the application in the adsorption heat pumps, chillers and 
thermal storage systems are listed and compared in [13,14,15]. The second research area is the 
design improvement of the system components, such as developing heat exchangers to act as 
adsorber/desorber [16,17] or as evaporator/condenser [18] for the application in the adsorption 
heat transformation systems. The last research area concerns the system management, such as 
the adsorption cycle time and the time allocation of the adsorption and desorption phases [19]. 
The heat and mass recovery [20], which aims at enhancing the system coefficient of 
performance (COP), belongs to this area of research. Aside from the applied working pair and 
the system management, the efficiency of each system component affects the whole adsorption 
system performance. However, the adsorber heat exchanger (Ad-HEX) is the most decisive 
component and its development and investigation dominates the research activities. In the 
literature, the application of finned-circular and finned-flat tube heat exchangers attracts the 
highest interest. Comparisons between several Ad-HEXs with different designs have been 
reported in [21, 22]. The authors concluded that the finned-circular and finned-flat tube Ad-
HEX provide the best performance in comparison with other adsorber designs. Indeed, at the 
first thought, the application of finned-circular and -flat tube HEXs seems to be the best choice, 
thanks to their wide availability and large heat transfer surface area. However, when the 
sustainability is taken into consideration, they could suffer from high heat transfer resistance 
at the interface between the root of the extended surfaces (fins) and the main tube surface [23]. 
As the fins are normally made of aluminium or copper and the tubes of copper or stainless 
steel, corrosion does take place with all known refrigerants for TDAd systems; namely water, 
ammonia, methanol or ethanol [24]. In case of applying a composite sorbent including a 
corrosive salt like CaCl2, LiBr or LiCl, the corrosion becomes even more pronounced [25, 26]. 
Also if the finned circular-tube or flat-tube heat exchangers are made of a highly resistive 
material such as stainless steel, the poor thermal contact at the interface between the fins root 
and the main tube surface can only be avoided if the fins are perfectly brazed to the tubes, 
which implies an additional corrosion potential. Bahrehmand [17] proposed an optimized 
adsorber HEX prototype, which has been fabricated by completely machining a finned plate 
adsorber HEX with a fin thickness of 1 mm out of an aluminium block. As this production 
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methodology is too expensive for a market product, more developments are needed to approach 
the performance of the optimized HEX by an affordable and sustainable design.  In [16,17] an 
analysis of variance (ANOVA) has been conducted for evaluating the weightiness of each 
design and operating parameter, upon applying finned circular-tube heat exchanger to act as an 
adsorber in sorption cooling system (SCS). It was illustrated that, the contribution of the fin 
thickness to the COP of the SCS amounts to 48.67 % in case of constructing the Ad-HEx from 
copper and applying silica gel-water as a working pair [16], which is reduced to 29% as 
reported in [17], upon constructing the Ad-HEX from aluminium and applying the composite 
adsorbent (CaCl2 in silica gel). In addition, the contribution of the fin thickness to the COP of 
the SCS, upon applying aluminium finned-plate Ad-HEX, has been reported in [17] to be 33%. 
Abd-Elhady et al, [27] investigated numerically the effect of the fin design parameters on the 
performance of a two-bed SCS and reported a reduction in the COP by 9.4% upon increasing 
the fin thickness of a finned-circular tube Ad-HEx from 0.2 mm to 0.4 mm.  
The application of an embossed plate heat exchanger, made of copper to act as adsorber heat 
exchanger has been suggested for the first time by Hong et al [28]. They conducted a numerical 
parametric study with the application of the SWS-1L and water as adsorbent-adsorbate pair. 
The optimal value of the COP and the specific cooling power (SCP) reported in [28] at 
operating conditions of 15 °C evaporator temperature, 30°C condenser temperature and 80°C 
desorption temperature are 0.5118 and 662.8 W kg-1, respectively. However, the authors in [28] 
did not discuss the manufacturability of their suggested embossed plate heat exchanger and did 
not care about the high corrosion potential, which their PHE could face if it is actually made 
of copper and some salt may leak out of the SWS-1L [29].  

Indeed, an adsorption process is a combined heat and mass transfer process, which takes place 
inside the adsorbent bed of an adsorber heat exchanger. Accordingly, the length of the heat 
transfer path (termed afterwards as the heat transfer characteristic length HTCL) together with 
length of the refrigerant vapour diffusion path (termed afterwards as the mass transfer 
characteristic length MTCL) inside the adsorbent bed are the most decisive parameters 
influencing the dynamic performance of an adsorber heat exchanger. In the literature, there 
exist many attempts to theoretically optimize the design of circular finned-tube adsorber heat 
exchangers in terms of fin bitch and fin height [30,31], which are indicators for both HTCL 
and MTCL, respectively. However, few studies addressed the optimization experimentally. 
Kubota et al, [32] presented the improvement in the SCP and the COP values of a finned-tube 
adsorber heat exchanger, introduced in [33], after utilizing a numerical simulation model for 
optimizing the HEX design [34]. They reported in [32] that the optimized HEX (having a fin-
bitch of 2.32 mm) can achieve more than twice higher cooling output per unit adsorber volume 
than the un-optimized one (having a fin-bitch of 5 mm) [33].  In [35, 36], the effect of varying 
the thickness of adsorbent sample of AQSOA-Z02 grains in different size ranges on the 
adsorption dynamics has been investigated. The ratio of the heat transfer surface area to the 
adsorbent dry mass (S/m) is introduced as a design parameter. The influence of S/m ratio on 
the specific cooling power SCP for different adsorbent grain sizes has been carefully studied. 
For one adsorbent, the S/m ratio is, indeed, inversely proportional to adsorbent thickness or the 
HTCL of the adsorbent bed. It was concluded in [35] that, for the grain size range of 0.2-0.9 
mm, the average SCP of the adsorption chiller is linearly proportional to the ratio S/m of the 
Ad-HEX.  

Aristov et al. [37] investigated the influence of the ratio (S/m) on the adsorption dynamics of 
small-scale adsorbent samples of loose grains. They compared the adsorption dynamics of the 
small-scale adsorbent samples with representative pieces of different Ad-HEXs, which have 
the same ratio (S/m). It has been concluded that the measured adsorption dynamics of the 
representative pieces of Ad-HEXs were 2-6 times lower than the adsorption dynamics of the 
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small-scale samples. Dawoud [38] investigated the adsorption kinetics of water vapour on 
small-scale AQSOA-Z02 coated samples and compared them to the adsorption kinetics of two 
different full-scale coated adsorber heat exchangers with the same adsorbent material at similar 
operating conditions. The thickness of the tested consolidated adsorbent layers was in the range 
of 150 to 500 µm. The experimental results discussed in [38] indicated that in general, 
increasing the adsorbent layer thickness leads to lower adsorption kinetics, however the small-
scale samples demonstrated at least twice higher adsorption kinetics than those of the full-scale 
coated adsorber heat exchangers. 

Dawoud  [1] introduced a nickel brazed plate heat exchanger composed of stainless steel thin 
sheets (0.3 mm in thickness), to be highly resistive against any potential corrosion, and 
designed dedicatedly to act as an adsorber heat exchanger. Mikhaeil et al. [2] have carried out 
experimental and numerical investigations on the introduced PHE [1] and reported that, the 
introduced PHE outperformed a coated aluminium finned flat-tube adsorber HEX as well as an 
extruded aluminium adsorber heat exchanger [38]. Strictly speaking, an enhancement of 310% 
in the differential water uptake obtained after 300 s of adsorption start has been measured and 
simulated compared to [38].  The extremely reduced volume of the HTF domain compared to 
the adsorbent domain, while keeping the uniformity of the temperature distribution over the 
heat exchanger’s plates are the key design advantages of the introduced APHE [1, 2], which 
explain its superior performance.  
Although several studies addressed the influence of adsorbent bed thickness on the adsorption 
and desorption dynamics using small-scale adsorbent samples of loose grains or consolidated 
layers, no study so far has treated the influence of the length of the refrigerant vapour diffusion 
path (MTCL) on the adsorption dynamics. This is definitely the case if plate heat exchangers 
shall be designed and optimized for adsorption heat transformation processes. Recalling that 
the adsorption process is a combined heat and mass transfer process, the necessity for a 
comparative study on the influence of both HTCL and MTCL on the adsorption dynamics 
becomes obvious.  
This work introduces, therefore, an experimental study on the effect of the adsorbent domain 
dimensions on the adsorption dynamics of representative samples of the adsorbent domains of 
two different, open-structured and asymmetric adsorber plate heat exchangers (APHE). To this 
aim, dedicated small-scale test frames have been constructed and tested with loose grains of 
the silica gel Siogel® of Oker Chemie, Germany in the range of 0.71 to 1.0 mm in a volumetric 
large temperature jump kinetic setup under different operating conditions of adsorption heat 
transformation processes.   

2. The investigated PHEs and their representative test frames  

The GLXN30 PHE is the only, nickel-brazed, stainless steel, open-structured PHE available in 
the market from Alfa Laval©, Sweden [3]. This very special PHE has been constructed as a 
cross-flow, gas-liquid plate heat exchanger with embossed plates. The open gas domain can be 
filled in with loose grains of the adsorbent. Using a suitable stainless steel sieve on each side, 
the GLXN30 PHE can act as an adsorber heat exchanger. The investigation results of this 
specific heat exchanger as an adsorber-desorber for different intermittent heat transformation 
processes is under preparation for publication by the authors of this work. In this work, the 
GLXN30 PHE shall be investigated concerning the influence of its heat and mass transfer 
characteristic lengths of the adsorbent domain (gas domain) compared to the newly introduced 
adsorber PHE in [1,2] on the adsorption dynamics of water vapour in loose grains of Siogel® 
of Oker Chemie, Germany. Figure 1 presents photos of the newly developed adsorber Plate 
heat exchanger [1, 2] and the GLXN30 PHE of Alfa Laval© [3]. 
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Introduced adsorber PHE [1, 2] GLXN30 PHE of Alfa Laval [3] 

Figure 1: Newly introduced adsorber plate heat exchanger [1, 2] and the GLXN30 PHE [3] 
Each PHE comprises a stack of multi, nickel-brazed parallel plate-pairs made of stainless steel 
316L, which results in two asymmetric domains, one for the heat transfer fluid (HTF) and the 
other for the adsorbent loose grains. The thickness of the adsorbent domain equals the space 
(gap), which exists between each two successive plate-pairs forming the surrounding HTF 
domains. The thickness of the adsorbent domain of the adsorber PHE [1, 2] amount to 3 mm, 
while that of the GLXN30 to 6 mm. Table 1 illustrates more specifications for both PHEs.  

Table 1: specifications of the two investigated open-structured PHEs 

Specification  Introduced 
APHE in [1, 2] 

GLXN30 PHE of 
Alfa Laval [3] 

HTF’s inlet and outlet ports diameter (mm) 16 30 
Thickness of one plate (mm) 0.3 0.35 

gap between each two successive plate pairs 
(mm) 

3 6 

Width of the PHE (mm) 54 117 
Volume of the adsorbent domain (L) 1.1 1.09 

Volume of the HTF domain (L) 0.346 0.57 

As each adsorbent domain is surrounded by two HTF domains, a symmetrical plane for the 
heat transfer shall exist in the middle of the thickness of the adsorbent domain, so that the 
HTCL must equal to half of the gap between each two successive plate pairs. This means that 
the HTCLs of the newly introduced adsorber PHE [1, 2] and the GLXN30 shall amount to 1.5 
and 3.0 mm, respectively. 

Recalling that each of the investigated PHEs is open-structured for a gas or vapour flow, the 
adsorbent domain shall be accessed from both sides by the refrigerant vapour. This implies that 
the mass transfer shall have a symmetrical plane in the middle width of each PHE. Accordingly, 
the MTCL of the newly introduced adsorber PHE and the GLXN30 amount to 27 and 58.5 
mm, respectively.  
In order to guarantee quasi-isobaric adsorption processes in the volumetric LTJ setup [38, 39], 
the dry sample mass of Siogel shall be limited to 320 mg. Accounting for the density of the 
investigated Siogel grains, the volume of each test frame shall equal to 526.5 mm3. The width 
of each adsorbent domain inside the test frames (TF1 and TF3) is estimated to be 13 and 3 mm, 
respectively as given in Table 2.  TF2 has been prepared with the same HTCL of TF1 but with 
an identical MTCL of TF3 to offer the possibility of comparing the effect of two different 
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MTCLs at one HTCL and vice-versa on the adsorption kinetics. All test frames have been made 
of PEEK. The adsorbent sample is closed by a stainless steel sieve to keep the tested adsorbent 
grains inside each test frame and to allow for the vapour exchange with the adsorbent sample 
to take place in an identical way to the vapour exchange with each complete PHE. More details 
on the test frames and the kinetic measurements can be read in [2]. 
Table 2: Fabricated test frames to investigate the adsorption kinetics of both open-structured 
PHE in a constant volume, large-temperature-jump kinetic setup (bold: MTCL, underlined: 

HTCL) 

   

27 mm x 1.5 mm x 13 mm 58.5 mm x 1.5 mm x 6 mm 58.5 mm x 3 mm x 3 mm 

TF1 [1, 2] TF2 TF3 [3] 

3.  Results  
The adsorption kinetic tests for identical adsorbent samples (320 mg of loose grains of silica 
gel Siogel of Oker Chemie, Germany, in the size range between 0.71 and 1.0 mm) have been 
carried out inside the three representative test frames TF1-TF3. The tested boundary conditions 
are: evaporator temperatures 5, 10 & 15 °C, adsorber-end and condenser temperatures of 30 
and 35 °C, while the desorption-end temperature has been fixed to 90 °C. The measured data 
has been utilized to investigate the effects of the HTCL and the MTCL on the adsorption 
kinetics. In addition, the average evaporator power obtained during the adsorption stage upon 
applying both APHEs illustrated in Figure 1 to act as an adsorber for an adsorption chiller has 
been estimated and presented for all investigated operating conditions. 

3.1. Criteria for evaluating the adsorption kinetic performance 
Figure 2 depicts  the measured adsorption kinetic data and the exponential fitting curves of the 
adsorption kinetics of the adsorbent Siogel inside the three test frames TF1-TF3 illustrated in 
Table 2 at all applied operating conditions. The exponential behaviour of every adsorption 
kinetic curve is described by 

𝑤𝑤(𝑡𝑡) = 𝑤𝑤𝑜𝑜 + ∆𝑤𝑤𝑓𝑓(1 − exp(𝑡𝑡/𝜏𝜏))    (1) 

where 𝑤𝑤(𝑡𝑡) is the instantons water uptake in the sample, 𝑤𝑤𝑜𝑜  refers to the initial water uptake 
in the sample, ∆𝑤𝑤𝑓𝑓 to the final or equilibrium differential water uptake, and 𝜏𝜏 is the 
characteristic time constant. The detail results of the measuring campaign and the values of the 
time constants (𝜏𝜏) and the coefficient of determination (𝑅𝑅2) are presented in Table 3. The lowest 
𝑅𝑅2 value amounts to 0.9890 and is obtained for TF3 at operating conditions of 15/30/90°C. It 
can be concluded that, all adsorption kinetic curves for the Siogel sample inside all three test 
frames do follow the exponential relationship described in equation (1). Because of the 
excessive slowing down of the kinetic curves upon approaching the final uptake [39],  it has 
been recommended to consider the duration of the isobaric adsorption stage to  reach 80% of 
the final differential water uptake (𝜏𝜏80%) as the upper limit for the adsorption phase time [38]. 
This makes a good compromise between the COP, which tends to increase by increasing the 
cycle time and the specific power SP, which increases by decreasing the cycle time of an 
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adsorption heat transformation unit. The time (𝜏𝜏80%) for each boundary condition and TF is, 
therefore, evaluated and given in Table 3. 
 

  
(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 2: Adsorption kinetic curves for loose grains of Siogel inside the three test frames 
depicted in Table 2 at evaporator, condenser/adsorption-end and desorption temperatures of 

a) 15/30/90 °C , b) 15/35/90, c) 10/30/90, d)10/35/90, e) 5/30/90 and f) 5/35/90 

3.2. Effect of the HTCL between TF2 and TF3  
Enhancing the thickness of the adsorbent domain (HTCL) from 1.5 to 3.0 mm (TF2 and TF3) 
while keeping the MTCL equal to 58.5 mm corresponding to the GLXN30 PHE, results in 
enhancing the value of 𝜏𝜏80% by 3.8% at the operating condition of 15/35/90 °C to a maximum 
percentage of 26% at operating conditions of 5/35/90°C. This implies that the effect of doubling 
the HTCL of the adsorbent domain on the adsorption dynamics is quite low as long as the 
MTCL is in the order of 58.5 mm. In other words, at such high MTCL, the influence of the 
HTCL is less pronounced on the upper limit of the adsorption phase time 𝜏𝜏80%. The same is 
valid if the adsorption characteristic time (τ) is considered.  
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It can be further observed that, the effect of doubling the HTCL between TF2 and TF3 on 
enhancing the adsorption characteristic times becomes more pronounced at severer operating 
conditions, at which the differential water uptake becomes smaller (low evaporator 
temperatures and/or higher condenser and adsrober-end temperatures).  
 

Table 3: Adsorption start temperature (𝑻𝑻𝒂𝒂𝒂𝒂𝒂𝒂−𝒂𝒂𝒔𝒔𝒂𝒂𝒔𝒔𝒔𝒔), initial water uptake (𝑤𝑤𝑜𝑜), final 
differential water uptake (∆𝒘𝒘𝒇𝒇𝒇𝒇𝒇𝒇𝒂𝒂𝒇𝒇), time to reach 80 % of ∆𝒘𝒘𝒇𝒇𝒇𝒇𝒇𝒇𝒂𝒂𝒇𝒇 (𝜏𝜏80%), the ratios of 𝝉𝝉𝟖𝟖𝟖𝟖% 

(𝑟𝑟2−1, 𝑟𝑟3−2 and 𝑟𝑟3−1), the time constant of the exponential fitting (𝜏𝜏) and its (𝑅𝑅2)  at each 
operating condition for the three tested frames 

Operating 
Condition 
𝑻𝑻𝒆𝒆𝒆𝒆/𝑻𝑻𝒄𝒄𝒄𝒄𝒇𝒇𝒂𝒂/
𝑻𝑻𝒂𝒂𝒆𝒆𝒂𝒂[°C] 

𝑻𝑻𝒂𝒂𝒂𝒂𝒂𝒂−𝒂𝒂𝒔𝒔𝒂𝒂𝒔𝒔𝒔𝒔 
[°C] 

𝒘𝒘𝒄𝒄 
[g/100g] 

∆𝒘𝒘𝒇𝒇𝒇𝒇𝒇𝒇𝒂𝒂𝒇𝒇 
[g/100g] 

TF 
 [#] 

𝝉𝝉𝟖𝟖𝟖𝟖% 
[s] 

𝒔𝒔𝟐𝟐−𝟏𝟏 
 

=
𝝉𝝉𝟖𝟖𝟖𝟖%𝑻𝑻𝑻𝑻𝟐𝟐

𝝉𝝉𝟖𝟖𝟖𝟖%𝑻𝑻𝑻𝑻𝟏𝟏

 

𝒔𝒔𝟑𝟑−𝟐𝟐 
 

=
𝝉𝝉𝟖𝟖𝟖𝟖%𝑻𝑻𝑻𝑻𝟑𝟑

𝝉𝝉𝟖𝟖𝟖𝟖%𝑻𝑻𝑻𝑻𝟐𝟐

 

𝒔𝒔𝟑𝟑−𝟏𝟏 
 

=
𝝉𝝉𝟖𝟖𝟖𝟖%𝑻𝑻𝑻𝑻𝟑𝟑

𝝉𝝉𝟖𝟖𝟖𝟖%𝑻𝑻𝑻𝑻𝟏𝟏

 
𝝉𝝉 

[s] 𝑹𝑹𝟐𝟐 

15/30/90  70.5 3.6 16.9 

1 612 

2.56 1.10 2.81 

394.6 0.9984 

2 1567 898.3 0.9894 

3 1725 975.6 0.9890 

15/35/90  62.4 4.9 11.0 

1 457 

2.27 1.038 2.36 

292 0.9982 

2 1040 614.7 0.9905 

3 1080 591.3 0.9894 

10/30/90  66.1 3.6 11.4 

1 486 

2.44 1.023 2.49 

310.5 0.9968 

2 1187 698.5 0.9936 

3 1214 700 0.9923 

10/35/90  58.7 4.9 7.5 

1 402 

2.05 1.21 2.48 

257.2 0.9957 

2 824 492.1 0.9945 

3 1000 586.1 0.9913 

5/30/90  58.5 3.6 7.2 

1 410 

2.10 1.112 2.34 

258.7 0.9927 

2 863 548.8 0.9931 

3 960 595.7 0.9906 

5/35/90 53.2 4.9 4.4 

1 326 

1.75 1.26 2.21 

218 0.9960 

2 572 387.3 0.9944 

3 721 449.3 0.9937 

 3.3. Effect of the MTCL between TF1 and TF2  
Indeed, both TF1 and TF2 have the same HTCL (1.5 mm) and, accordingly, the same S/m ratio. 
According to the existing experiences in the literature [35, 36,37], they should have the same 
kinetic performance. The obtained results in Figure 2 puts in evidence that the MTCL does 
have a major role on the adsorption kinetics for the same HTCL or S/m ratio. Strictly speaking, 
the adsorption kinetics of the adsorbent samples inside TF2 are much slower than those inside 
TF1 (175 to 256 % more time is needed to reach 80% of the equilibrium differential water 
uptake inside TF2 if compared to time needed for TF1). In addition, the ratio of 𝜏𝜏80% (r2-1 in 
Table 3) decreases if the overall mass transfer (the differential water uptake) is reduced. 
Reducing the evaporator temperature from 15 down to 10 and 5 °C at 30 °C adsorption-end 
and condenser temperature results in reducing the differential water uptake from 16.5 down to 
11.4 and 7.2 g/100g, which is associated with decreasing r2-1 from 2.56 down to 2.44 and 2.10, 
respectively. The same is valid and more pronounced at the more severe operating condition 
of 35°C for the adsorption-end and condenser temperatures.  
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The comparison between the adsorption kinetics of the same adsorbent inside TF1 and TF3 
(the ratio r3-1 of their 𝜏𝜏80% in Table 3), reveals that the performance of commercially available 
heat exchangers (GLXN30) is quite poor if compared with dedicatedly designed heat 
exchangers [1, 2]. It can be concluded, therefore, that the MTCL and the mass transfer 
resistance inside the adsorption domain much be taken into account together with the HTCL 
or the S/m ratio, for designing effective adsorber heat exchangers.    

3.3. Estimation of the average evaporator cooling power 
So far, the comparison of different adsorption kinetic measurements at different operating 
conditions have been assessed by comparing the time needed for reaching 80% of the final 
differential water uptake (∆wfinal in Table 3). As depicted in Figure 2, both starting and final 
uptakes do change and, consequently, does the differential water uptake from one operating 
condition to the other, as illustrated in Table 3. Accordingly, the time to reach 80% of such a 
variable differential water uptake may not be the most suitable performance indicator. In order 
to account for the different differential water uptakes and the different time requirements at the 
investigated operating conditions, we introduce a new performance indicator according to 
equation (2); namely the moving-averaged or the time-averaged instantaneous specific 
evaporator power �̇�𝑞𝑒𝑒𝑒𝑒(𝑡𝑡).  

 �̇�𝑞𝑒𝑒𝑒𝑒(𝑡𝑡) =
𝑤𝑤(𝑡𝑡) −𝑤𝑤𝑜𝑜

𝑡𝑡 . ℎ𝑓𝑓𝑓𝑓(𝑇𝑇𝑒𝑒𝑒𝑒) (2) 

Here ℎ𝑓𝑓𝑓𝑓(𝑇𝑇𝑒𝑒𝑒𝑒) is the latent heat of the water evaporation at the investigated evaporator 
temperature (𝑇𝑇𝑒𝑒𝑒𝑒).  

Figure 3 illustrates exemplarily the  �̇�𝑞𝑒𝑒𝑒𝑒(𝑡𝑡)  estimated from the adsorption kinetic results, which 
discussed previously, at the operating conditions of 15/30/90°C. Because of the high kinetics 
of adsorption at the beginning of the processes, the  �̇�𝑞𝑒𝑒𝑒𝑒(𝑡𝑡)  increases sharply and reaches to 
maximum value in just some seconds and afterwards starts to drop with a slowing rate.  

 

Figure 3: Time-averaged instantaneous specific evaporator power estimated from the kinetic 
results of the three test frames depicted in Table 2 at the operating conditions of 15/30/90 °C  

For instance, at 15/30/90°C, the  �̇�𝑞𝑒𝑒𝑒𝑒(𝑡𝑡) expected from an adsorber heat exchanger according 
to TF1 reaches 917.4 W/kgdry adsorbent in the first 59 s, then decreases reaches to 517.7 W/kgdry 
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adsorbent at the characteristic time 𝜏𝜏80% (612 s). At the same operating condition, i.e.15/30/90°C, 
the �̇�𝑞𝑒𝑒𝑒𝑒(𝑡𝑡)  of TF2 reaches to 761.6 W/kgdry adsorbent (16.9% less than that of TF1) in the first 65 
s. �̇�𝑞𝑒𝑒𝑒𝑒(𝑡𝑡)  of TF3 reaches 646.1 W/kgdry adsorbent (29.5% less than that of TF1) in the first 85 s. 
Equation 2 and Figure 3 are quite helpful to obtain a more valuable evaluation of the measured 
kinetic data concerning the achievable evaporator power at different possible adsorption phase 
durations.  

Figure 4 shows a comparison between time-averaged evaporator powers obtainable from the 
three investigated test frames in case the time 𝜏𝜏80% of each boundary condition (as listed in 
Table 3) is considered for the duration of the adsorption phase. For instance, at 15/30/90°C, 
∆𝑤𝑤𝑓𝑓 amounts to 16.9 [g/100g], which is 53.6% higher than ∆𝑤𝑤𝑓𝑓 obtained at 15/35/90°C (11.0 
g/100g), however TF2 demonstrates a very close �̇�𝑞𝑒𝑒𝑒𝑒(𝑡𝑡 = 𝜏𝜏80%) at both operating conditions, 
as 𝜏𝜏80% at 15/30/90°C (1567 s) is 50.6% higher than that at 15/35/90°C (1044 s). The highest 
values of �̇�𝑞𝑒𝑒𝑒𝑒(𝑡𝑡 = 𝜏𝜏80%)  are obtained for TF1 at all applied operating conditions, which puts 
in evidence the importance of considering the MTCL together with the HTCL or the S/m ratio 
upon designing an effective adsorber heat exchanger.  

 
Figure 4:  Time-averaged instantaneous specific evaporator powers obtainable from the three 
investigated test frames at an adsorption phase time equal to the corresponding time to reach 

80 % of the related final differential water uptake at each operating condition 

4. Conclusion 
In the present paper, an experimental study has been carried out to explore the effect of the heat 
and mass transfer characteristic lengths on the adsorption dynamics of water vapour onto loose 
grains of Siogel (0.71-1.0 mm) under different operating conditions of adsorption heat 
transformation processes.  The adsorption dynamic tests have been performed on 320 mg 
samples of the same adsorbent inside three different test frames (TF1-TF3) representing two 
open-structured plate heat exchangers (PHEs) and one common variety of each. The heat 
transfer characteristic length (HTCL) is defined as half the thickness of the adsorbent domain 
between each two successive plate pairs for the heat transfer fluid, which is inversely 
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proportional to the well-examined S/m ratio in former investigations. The mass transfer 
characteristic length (MTCL) is defined as half the width of each PHE, which corresponds to 
the length of the diffusion path inside the PHE until the mass transfer symmetrical plane. The 
adsorption kinetic measurements have been carried out at evaporation temperatures of 5, 10 
and 15°C, condensation and adsorption-end temperatures of 30 and 35 °C, while the desorption 
end temperature has been set at 90 °C. In addition, a new methodology has been introduced to 
assess the obtained kinetic data in terms of the obtainable evaporator power at different 
durations for the adsorption-evaporation phase in a real adsorption heat transformation unit 
applying the investigated adsorber heat exchangers. To this aim, a new performance indicator, 
namely the time-averaged instantaneous specific evaporator power is introduced and the 
obtained results for the investigated APHEs have been compared under the tested boundary 
conditions. The main outcomes of the study are summarized below:  

• All obtained adsorption kinetic curves could be described with one time constant for each 
tested boundary condition and frame with a better coefficient of determination (R2) than 
0.989. 

• Doubling the half thickness of the adsorbent domain from 1.5 to 3mm at a MTCL of 58.5 
mm (TF2 to TF3) resulted in a slight increase in the characteristic time (τ80%) of only 3.8 
to 26% at the tested boundary conditions. This small effect implies that such a MTCL is 
quite high, so that the mass transfer resistance becomes more dominant than the heat 
transfer resistance.  

• At the same HTCL of 1.5 mm (means the same S/m ratio), increasing the MTCL from 27 
mm (TF1) to 58.5 mm (TF2) results in much slower adsorption kinetics. The characteristic 
time τ80% increases by a factor of 1.75 and 2.56 at the operating conditions 5/35/90 and 
15/30/90 °C, respectively. These results contradict the known results so far; namely to 
expect the same adsorption dynamics for samples having the same S/m ratio.   

• The obtained results puts in evidence the importance of considering the MTCL beside the 
HTCL upon designing the adsorber heat exchangers.  

• The newly introduced adsorber PHE [1, 2] offers up to 2.8 times higher evaporator power 
if compared with the GLXN30 [3], which is available in the market as a unique cross-flow, 
gas-liquid plate heat exchanger. 

If remarkable achievements concerning more market penetration of sustainable adsorption heat 
transformation appliances are targeted, dedicatedly designed plate heat exchangers are needed. 
The target should be to (a) increase the degree of asymmetry between the adsorbent and the 
HTF domains and (b) to shorten the mass diffusion path length (MTCL) within the adsorbent 
domain, while keeping the HTCL under 3 mm. 
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Abstract 

Economic expedience of waste heat recovery systems (WHRS), especially for low temperature 

difference applications, is often questionable due to high capital investments and long pay-

back periods. By its simple design isobaric expansion (IE) engines could provide a viable 

pathway to utilize otherwise unprofitable waste heat streams for power generation and 

particularly for pumping liquids and compression of gases. Different engine configurations are 

presented and discussed. A new method of modelling and calculation of the IE process and 

efficiency is used on IE cycles with various pure and mixtures as a working fluid. Some 

interesting cases are presented. It is shown in this paper, that the simplest non-regenerative IE 

engines are efficient at low temperature differences between a heat source and heat sink. 

Efficiency of non-regenerative IE process with pure working fluid can be very high 

approaching Carnot efficiency at low pressure and heat source/heat sink temperature 

differences. Regeneration permits to increase efficiency of the IE-cycle to some extent. 

Application of mixed working fluids in combination with regeneration permits to significantly 

increase the range of high efficiencies to much larger temperature and pressure differences. 
 

Keywords: isobaric expansion engines; heat driven pump; compressors; low-grade heat; 

mixed working fluids; 
 

Introduction 

Today the lion’s share of electricity generated globally is consumed by pumps and 

compressors. For instance pumping systems consume around 20% of world’s electricity 

demand [1]. Compressed air systems alone account for 10% of electricity consumed in the U.S. 

and European Union industry, 9.4% in China [2]. 

Most of the electricity production is based on big power stations using heat from the 

combustion of fossil fuels (such as coal and natural gas) accompanied with CO2, NOx and 

particulate emissions. Other methods (solar photovoltaics, wind, tidal, geothermal etc.) 

constitute a lesser part of electricity market. According to a recent evaluation, 72% of primary 

high-grade energy is lost after conversion. 63% of this lost energy is waste heat with 

temperature below 100°C [3]. In fact, the only way to convert low-grade heat to power is based 

on the Organic Rankine Cycle (ORC). However, the real contribution of ORC produced power 

to the world’s electricity generating capacity is insignificant. For instance, global installed 

power capacity in 2016 reached 6473 GW of which 61.1% (3954GW) was based on thermal 

energy sources [4], whereas ORC represented only around 2.7 GW [5]. 

In other words, the contribution of ORC accounts for 0.04% of the global electricity generating 

capacity and 0.07% of the generating capacity based on thermal (heat) energy sources. 

Therefore, it can be said with confidence that low grade and waste heat resources in power 

generation remain almost untapped. Such an inconsequential contribution of ORC is caused 
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mostly by economic reasons. ORC-based power generation is too expensive in case of ultra-

low-grade heat sources (below 100°C) and low power ranges [6],[7]. For instance, the share of 

units with power below 500kW does not exceed 2% of total installed ORC capacity [5] i.e. 

millions of small low-grade and waste heat sources remain unused. 

Utilization of waste heat thus provides a possibility to increase efficiency of industrial 

processes and monetize an otherwise lost energy stream. Waste heat sources are plenty with 

EU potential estimated at 300TWh/yr. of which one third part in the low temperature range of 

100-200°C [8].  

Isobaric expansion engines defined in [9] are the oldest type of heat-to-mechanical power 

converters known. James Watt, Thomas Savery, Denis Papin and Thomas Newcomen, standing 

at the cradle of this invention [10],[11], set forth the fundamental principles of conversion of 

heat into work bringing about the industrial revolution. Later on, these machines were displaced 

by more efficient well-known water steam expansion machines such as piston steam engines 

as well as steam turbines. Due to simple design by utilization of readily available components, 

IE machines provide a viable pathway to utilize waste heat steams in the low temperature 

(difference) range. 

However, as it was shown in [9], IE engines can be efficient using some working fluids in a 

combination with heat regeneration. It will be demonstrated that for the various types of IE-

engines configurations attractive results can be obtained for low and ultra-low temperatures 

waste heat recovery. With a thermodynamic model and the use of the REFPROP 10 database 

[12], results on some single component and binary mixtures are presented, proving the benefits 

of mixed working fluids in IE machines on a theoretical basis. We will show that a wide 

temperature operating range can be achieved with binary mixed working fluids. 

As a result, IE technology can be ideally fit for pumping liquids and compression of gases 

because they permit to use heat for the compression and pumping directly, i.e., without the 

intermediate step of electricity generation, transmission and further conversion back to 

mechanical energy typical of today’s industry. IE machines can also be attractive for electricity 

generation in low and medium power ranges. 

Worthington type isobaric expansion engines 

Worthington type heat engines relate to one out of two classes of IE-machines known. Bush-

type engines [13], forming the second class, perform a different working cycle. Theoretically, 

Bush-type engines are more efficient than Worthington ones; however, the high efficiency can 

only be realized if dead volume of the heat exchangers does not severely influence the engine 

power and efficiency [14]. On the contrary, Worthington-type engines are less sensitive in this 

respect and can use any off-the-shelf heat exchanger. In this publication only Worthington-type 

engines will be considered as they are more market ready. 

The Worthington-type IE machines can literally use all types of heat exchangers, including the 

most economical ones (gasketed and brazed plate, pillow plate etc.). Moreover, the large 

internal volume can even be useful for dampening pressure pulsations. In addition, this permits 

Worthington engines to use multiple heat sources and heat sinks with different temperatures. 
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To demonstrate the wide variety of possible Worthington-type engine configurations some of 

them are outlined below.  

System configurations  

Basic principle of one out of many possible modifications of Worthington-type engines is 

shown in Figure 1 (left).  

 

 

 

Figure 1. Simplest non-regenerative Worthington-type engine (left), and regenerative 

Worthington-type engine. (right) 

 

The engine consists of a power or driving cylinder (1) with a pair of admission valves (2) and 

a pair of exhaust valves (3), as well as pumping cylinder (4) with a pair of suction valves (5) 

and a pair of discharge valves (6). The driving and pumping cylinders are equipped with driving 

and pumping pistons 7a and 7b respectively, rigidly connected by a rod 7c. As a result, both 

pistons and the rod form a so-called differential piston moving together as one unit. The engine 

scheme also includes a feed pump (P), heater/evaporator (H) and cooler/condenser (C). If the 

engine is used as a shaft power or electric generator it can be equipped with a hydraulic motor 

(8) and electric generator (G). In operation the feed pump (P) delivers a liquid working fluid to 

the heater (H) where it is heated and turned into vapor. The hot pressurized vapor of the 

working fluid is supplied to the upper and lower parts of the driving cylinder alternately, 

providing a reciprocating motion of the differential piston (7a-7b-7c). The spent working fluid 

exhausts through the exhaust valves (3). The working fluid does not expand in the cylinder 

providing a constant force for the pumping in the pumping cylinder; therefore, each admission 

and each exhaust valve in the opposite chamber of the driving cylinder are open during every 

half of the cycle. The spent working fluid exhausted from the driving cylinder goes to the 

cooler/condenser (C) and then returns to the feed pump (P). 

 

The pumping cylinder operates as a typical double-acting pump with self-acting valves. At 

certain conditions the efficiency of the engine can be increased several times by means of heat 
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regeneration. The regenerative Worthington-type engine is shown in Figure 1 (right). In this 

case the heat of the hot fluid exhausted from the driving cylinder is used for preheating of the 

cold working fluid in the regenerator (R) installed upstream the heater (H). This increases 

efficiency by decreasing the consumption of the heat used for the working fluid heating in the 

heater (H). The regenerator also decreases the heat load on the cooler/condenser resulting in a 

smaller heat exchange area and size of the condenser. 

 

In case of high temperature operation, excluding conventional positive seals, a seal-less design 

can be used. Such a single-acting machine, Figure 2, consists of a cylinder (1) with admission 

and exhaust valves (2) and (3), a free piston (4) and a diaphragm unit. The diaphragm unit 

includes two semispherical covers (5) and (6) with a diaphragm (7) clamped in between. The 

upper cover (6) is equipped with suction and discharge valves (8) and (9). The piston (4) here 

plays only a role of a heat barrier dividing the hot vapors of working fluid (shown in orange) 

in the lower part of the cylinder (1) and cold liquid working fluid (shown in blue) in the upper 

part. In fact, in this design the cold liquid working fluid acts as a driving piston. It transmits 

the pressure of hot working fluid through the diaphragm (7) to the liquid to be pumped (shown 

in yellow-green).  

Apparently, if the liquid to be pumped can be used also as the driving working fluid, the 

diaphragm unit can be eliminated. In this case the suction and discharge valves (8) and (9) can 

be installed directly in the upper part of the cylinder (1). Such a pump can be used, for instance, 

for pumping of liquefied gases, light hydrocarbons on refineries, in chemical industry etc. 

 

In case of pumping warm or hot liquid the cylinder with the thermal barrier piston can be 

eliminated at all and the diaphragm unit plays the role of the driving and pumping cylinders at 

the same time. Here the admission and exhaust valves related to the driving part are also 

installed directly in the lower cover (5) the diaphragm unit. The diaphragm IE-pump is similar 

to that of the piston IE-pump; however, the initial and final pressures both in the driving and 

pumping cylinders are equal. The main advantage of the diaphragm-based design is an almost 

frictionless and leak-free operation. 

 

Figure 2. Regenerative Worthington-type engine with thermal barrier piston and  

diaphragm. 
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If the IE-machine is used only as a shaft power/electricity generator, the useful work can also 

be extracted directly from the driving piston by means of some kinematic (crank, swash plate, 

etc.) mechanism rather than by the hydraulic output. The example with a crank gear is shown 

in Figure 3 (left). Such a design reminds an old fashion steam engine with a very late cut-off. 

The admission valve remains open during the whole working stroke and closes at top dead 

center of the piston. Then the discharge valve opens and remains open during the whole back 

stroke of the piston. When the piston reaches the bottom dead center, the discharge valve closes 

and the admission valve opens starting a new working cycle. The reciprocating piston with the 

crank gear mechanism can be replaced with different rotary piston machines, more convenient 

in some cases.  

 

A straight forward example of such a machine is a so-called rotary lobe or Roots 

compressor/blower operating in a reverse mode, i.e., as pressure-to-shaft-power converter 

shown in Figure 3 (right). The set-up also has a pump (P), heater (H), regenerator (R) and 

cooler (C). To convert pressure of the hot working fluid to shaft power a special positive 

displacement rotary lobe machine (RLM) is applied. Such an arrangement is similar to a 

conventional ORC installation. Roots machines were investigated as ORC expanders [15],[16]. 

However they do not perform expansion because a so-called built-in volume ratio is close to 

one i.e. in the Roots converter vapour does not expand during the pressure-to-work conversion. 

In fact, Roots machines operate as typical hydraulic motor rather than a gas expansion machine. 

As a result, the functionality of the Roots machine does not differ from that of reciprocating 

Worthington-type ones outlined above. Moreover, the rotary lobes play the roles of pistons and 

valves at the same time. Such a simplicity in a combination with high volumetric and 

mechanical efficiencies as well as low costs makes the Root’s-based set-ups appealing. The 

installation does not produce inertial forces. In addition, power capacity of the biggest Roots 

machines can reach megawatt power range.  

 

 

 

Figure 3. Worthington-type engine with crank gear (left) and Worthington-type engine 

with rotary lobe machine (right). 
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However, the Roots machines cannot work at high temperatures and high pressure drops. For 

higher pressures and temperatures other types of volumetric machines are necessary. 

Cycle Calculations 

Heat regeneration processes are rather difficult for modelling, above all in case of cyclic 

processes. In IE engines using dense working fluids the problem is complicated due to phase 

changes or operation near the critical point. At such conditions heat capacity is not constant 

but a strong function of both temperature and pressure. As a result, the second law of 

thermodynamics poses limitation on the possible heat regeneration degree. This implies that 

changes of the enthalpies of the fluids/streams participating in the heat exchange process at 

each temperature level (within the temperature engine cycle temperature interval) matter.  

The expansion-compression work performed by the engine per cycle is: 

𝑊𝐸 = (𝑃𝐻 − 𝑃𝐿)Δ𝑉𝐸 (1) 

where 𝑃𝐻 and 𝑃𝐿 are the high and low cycle pressures (pressures during the expansion and 

compression processes), and Δ𝑉𝐸 is the change of vapor volume in the cylinder.  

If the cylinder volume at the beginning of the admission process (clearance volume) is 

negligible: 

Δ𝑉𝐸 =
𝑚

𝜌(𝑇𝐻, 𝑃𝐻)
= 𝑚𝑣(𝑇𝐻, 𝑃𝐻) 

(2) 

where 𝑚 is the total mass of the working fluid involved in the cycle and 𝜌 and 𝑣 are density 

and specific volume of the working fluid. 

The pumping work, assuming an adiabatic process with negligible changes in kinetic and 

potential energies, can be determined as: 

𝑊𝑃 = 𝑚 (ℎ(𝑇𝑃,𝑜𝑢𝑡, 𝑃𝐻 ) − ℎ(𝑇𝐿 , 𝑃𝐿 )) (3) 

where ℎ(𝑇, 𝑃) is the enthalpy of the working fluid per unit mass (specific enthalpy), and 𝑇𝑃,𝑜𝑢𝑡 

is the discharge temperature of the pump.  

Assuming an isentropic pump operation the discharge temperature can be found from the 

constant entropy equation: 

𝑆(𝑇𝐿 , 𝑃𝐿) = 𝑆(𝑇𝑃,𝑜𝑢𝑡, 𝑃𝐻  ) (4) 

The net value of the work produced during the cycle is found as: 

𝑊 = 𝑊𝐸 − 𝑊𝑃 (5) 

The working fluid is heated up in a heater from the pump discharge temperature (usually 

slightly above the temperature of the cooler or the low cycle temperature) to the desired inlet 

temperature of the power cylinder (high cycle temperature 𝑇𝐻).  

Without heat regeneration the amount of heat supplied to the working fluid in the heater is 

𝑄𝐻 =  𝑚 (ℎ(𝑇𝐻, 𝑃𝐻) − ℎ(𝑇𝑃,𝑜𝑢𝑡, 𝑃𝐻)) (6) 

The thermal efficiency, defined as the useful work produced during a full cycle in relation to 

the supplied heat, is 
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𝜂𝐼𝐸 =
𝑊

𝑄𝐻
=

(𝑃𝐻 − 𝑃𝐿)𝑣 − (ℎ(𝑇𝑃,𝑜𝑢𝑡, 𝑃𝐻 ) − ℎ(𝑇𝐿 , 𝑃𝐿 ))

ℎ(𝑇𝐻, 𝑃𝐻) − ℎ(𝑇𝑃,𝑜𝑢𝑡, 𝑃𝐻)
 

(7) 

The supplied heat can be reduced by recovering a part of the heat of the working fluid exhausted 

from the power cylinder in a recuperative heat exchanger, Figure 4. In this case working fluid 

after the feed pump is heated in the regenerator from 𝑇𝑃,𝑜𝑢𝑡 to some higher temperature 𝑇𝑅,𝑜𝑢𝑡 

at the outlet of the regenerator. Thus the duty of the heater becomes 

𝑄𝐻 =  𝑚 (ℎ(𝑇𝐻, 𝑃𝐻 ) − ℎ(𝑇𝑅,𝑜𝑢𝑡, 𝑃𝐻)) (8) 

𝑇𝑅,𝑜𝑢𝑡 value is determined by the regenerator process. Its scheme is shown in Figure x. 

 

Figure 4. Scheme of the regenerator.  

In the regenerator cold stream from the feed pump at pressure 𝑃𝐻 is heated by the hot stream 

discharged from the power cylinder. The temperature and pressure of the fluid discharging 

from the power cylinder (fluid delivering heat) depend on the way how the discharge is 

arranged.  

We assume that the pressure of the fluid exhausted from the power cylinder decreases from the 

high cycle pressure 𝑃𝐻 to the low cycle pressure 𝑃𝐿 in a throttle located before the regenerator. 

The exhaust valve of the power cylinder may play the role of the throttle. This pressure 

reduction process is considered as a Joule-Thompson expansion.  

Neglecting the changes in kinetic and potential energy, the temperatures in the power cylinder 

and at the inlet of the regenerator, 𝑇𝐸 and 𝑇𝐷, are related by an equation ensuring no enthalpy 

change in this process: 

ℎ(𝑃𝐸 , 𝑇𝐸) = ℎ(𝑃𝐿 , 𝑇𝐷) (9) 

in which 𝑃𝐸 is the pressure of the working fluid in the power cylinder (before the exhaust valve) 

which change during the discharge process consisting of the pressure reduction stage and 

displacement of the working fluid from the power cylinder at the low cycle pressure. 

Change of 𝑃𝐸 and 𝑇𝐸 during the discharge process can be obtained from the energy balance 

assuming the adiabatic process in the power cylinder: 

𝜌(𝑇, 𝑃)𝑑ℎ = 𝑑𝑃 (10) 

Although the amount of working fluid in the cylinder reduces, the balance equation, Eq. (10) 

is the same as that for adiabatic expansion of a fluid of constant mass. 

From Eqs 9 and 10 the variable inlet temperature of the fluid delivering heat 𝑇𝐷 can be 

calculated. Then, applying a method presented in [17] enthalpy of the working fluid entering 

the heater can be obtained.  

To simplify the calculations of the regenerator process we assumed that the working fluid 

coming from the power cylinder to regenerator is well mixed. In other words, instead of 

variable inlet temperature 𝑇𝐷 its average value found from the enthalpy balance is used. This 

assumption is justified if amount of the working fluid in the regenerator is much larger than 𝑚. 

Otherwise the assumption results in a conservative value of heat exchanged in the regenerator. 
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The specific enthalpy of the fluid after discharging and mixing is ℎ(𝑇𝐻, 𝑃𝐻) − (𝑃𝐻 − 𝑃𝐿)𝑣. 

Therefore 𝑇𝐷 can be obtained from equation 

ℎ(𝑇𝐷 , 𝑃𝐿) = ℎ(𝑇𝐻, 𝑃𝐻) − (𝑃𝐻 − 𝑃𝐿)𝑣 (11) 

If temperatures of the streams entering the regenerator are known the maximum 

thermodynamically allowed heat transfer between two fluids, or the maximum amount of 

regenerated heat QR is [17] 

Q𝑅  =  ℎ(𝑇𝐷 , 𝑃𝐿) − ℎ(𝑇𝑃,𝑜𝑢𝑡, 𝑃𝐻) − 𝐷ℎ (12) 

where 𝐷ℎ is the maximum enthalpy difference within the temperature interval 𝑇𝑃,𝑜𝑢𝑡 ≤ 𝑇 ≤
𝑇𝐷: 

𝐷ℎ = 𝑚𝑎𝑥(ℎ(𝑇, 𝑃𝐿) − ℎ(𝑇, 𝑃𝐻)),    𝑇𝑃,𝑜𝑢𝑡 ≤ 𝑇 ≤ 𝑇𝐷 (13) 

Accordingly, the maximum enthalpy of the working fluid entering the heater is: 

ℎ(𝑇𝑅,𝑜𝑢𝑡, 𝑃𝐻) =  ℎ(𝑇𝑃,𝑜𝑢𝑡, 𝑃𝐻) + ∆ℎ𝑚𝑎𝑥 = ℎ(𝑇𝐷, 𝑃𝐿) − 𝐷ℎ (14) 

The efficiency of a regenerative IE-cycle can now be written as: 

𝜂𝐼𝐸+𝑅 =
𝑊

𝑄𝐻+𝑅
=

(𝑃𝐻 − 𝑃𝐿)𝑣 − (ℎ(𝑇𝑃,𝑜𝑢𝑡, 𝑃𝐻 ) − ℎ(𝑇𝐿 , 𝑃𝐿 ))

(𝑃𝐻 − 𝑃𝐿)𝑣 + 𝐷ℎ
 (15) 

To evaluate how an IE machine performs compared to other machines, the calculated efficiency 

is compared with the Carnot efficiency ηC showing the theoretical maximum, the Novikov ηN 

[18] efficiency which is a realistic measure for practically achievable efficiencies. This is 

shown in literature [19] for a variety of power plants i.e. nuclear, geothermal, steam, etc. The 

relation is also known as the Curzon-Ahlborn efficiency and is a result of the assumption that 

all engine parts are ideal, yet the heat transfer from the reservoirs is irreversible. The Novikov 

efficiency relates only to the theoretical maximum power point of the (heat)engine or cycle, 

but is widely used for comparing power generating processes. Also a newly established 

empirical correlation based on a survey of 34 commercial ORC installations ηORC [20] is used 

for comparison. This relation is derived from operational ORC systems and the efficiencies 

that were reported. Definitions are as follows: 

Carnot  Novikov  Gangar et. al. [20]   

𝜂𝐶 = 1 −
𝑇𝐿

𝑇𝐻
 (16) 𝜂𝑁 = 1 − √

𝑇𝐿

𝑇𝐻
 (17) 𝜂𝑂𝑅𝐶 = −0.93𝜂𝑁

2 + 0.87𝜂𝑁 (18) 

Results 

All presented results are from running the calculation model against the physical properties of 

the working fluids referenced from REFPROP version 10 [12]. For single component working 

fluids we show that with low temperature and pressure difference the efficiency of the IE-cycle 

will approach the Carnot efficiency. With mixtures the calculation becomes more involved, 

while multiple mixtures are supported by REFPROP we chose to present the mixtures that have 

a firm backdrop in practice and literature: ammonia/water (NH3 / H2O) [21],[22] and carbon 

dioxide / acetone (CO2/C3H6O) [23],[24] mixtures. These mixtures show a tremendous increase 

in efficiency when regeneration is applied to the IE-cycle.  

By following the calculation method as described in Eqs. 1-15 and in [17], the cumulative 

enthalpy curves are determined for pure ammonia as a working fluid compared with ammonia 
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water 65/35 %wt. at equal conditions. By employing a mixture, the theoretical maximum heat 

transfer with regeneration between the heat delivering and heat receiving fluid is increased 

drastically. This is graphically shown in Figure 5. 

  

Figure 5. Calculation of the maximum possible heat transfer with regeneration for pure 

ammonia (left) and an ammonia/water mixture 65/35 wt.% (right) at PL = 20 bar ∆P=5bar 

Efficiency of single component working fluids 

Efficiencies of several single component working fluids in Worthington cycle with and without 

regeneration were investigated before [9]. However, in order to understand some critical 

features of the Worthington cycle we investigated several tens of such fluids calculating a 

relative (to Carnot) efficiencies at different temperature and pressure differences. As it turned 

out, all these working fluids demonstrated a similar behaviour shown in Figure 6 for ammonia, 

water, CO2 and acetone as typical examples. It can be seen that the highest relative efficiency 

is reached at the point of phase transition at high cycle pressure PH. At low temperature and 

pressure differences (below 5-10°C and 0.5-2 bar) these efficiencies approach to the Carnot 

efficiency. Any further increase of temperature and pressure difference leads to a decrease of 

the efficiency. This decline is notably pronounced for the highest efficiencies: the higher the 

efficiency the sharper the drop. High efficiencies (above 0,7 of the Carnot efficiency) are 

possible within the temperature range about 20°C. The efficiencies which are of practical, 

industrial interest (mostly above 0,5 of the Carnot efficiency) can be reached at the temperature 

difference below 50°C. 

It can be also seen that regeneration can slightly extend the temperature and pressure 

differences. However, the benefit of a regenerative cycle is small and increases towards higher 

temperature differences. When a pure working fluid becomes supercritical a gradual increase 

in efficiency is seen, so regeneration becomes more important under supercritical conditions.    
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Figure 6. Specific efficiency of pure working fluids: ammonnia (TL = 10°C, PL=6.15 bar) 

(a), water (TL = 90°C, PL=0.70 bar) (b), CO2 (TL = 10°C, PL= 11.07 bar) (c), acetone (TL = 

46°C, PL=0.71 bar) (d). Solid line = without heat regeneration, dashed line = with heat 

regeneration. 

Efficiency of binary mixture working fluids 

It was suggested in [9] that application of mixed working fluids could lead to some efficiency 

improvements due to better regeneration. In [25] some hydrocarbon mixtures were investigated 

for Bush-type engines and a slight rise in efficiency was found. 

In contrast to pure working fluids, mixtures of working fluids can also provide significant 

benefits, because the temperature of the reservoirs i.e. heat source and sink temperatures often 

are not constant [26]. In this case a mixture with a suitable temperature glide can be used to 

match evaporator and condenser profiles more precisely. 

(a) (b) 

(c) (d) 
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We investigated numerically several tens of binary mixtures with different composition in the 

temperature range up to 200°C. Among them are binary mixtures of different hydrocarbons, 

oxygenates (alcohols, ethers etc.), fluorinated refrigerants, hydrofluoroethers (Novec™), 

inorganic substances etc. The main goal of this investigation was to evaluate whether mixed 

working fluids are able to considerably improve efficiency of Worthington-type IE-engines 

due to improved heat regeneration. As it turned out, many mixtures demonstrated a serious rise 

in efficiency as compared to single component working fluids. 

Compared to pure working fluids: at high temperature differences binary mixtures in 

combination with regeneration can increase efficiency several times. In Figure 7 results are 

presented for a range of pressures of a 65/35 wt.% mixture of ammonia/water and a 60/40 wt.% 

CO2/acetone system. For lower pressure differences the relative efficiencies are the highest 

>50%. Benefits of regeneration are even more pronounced with the CO2/acetone mixture, 

showing efficiencies above the Novikov efficiency for large heat source temperature 

difference: up to 100°C ∆T for ammonia/water and up to 200°C ∆T for CO2/acetone.  

  

 

Figure 7. Efficiency calculation for 65/35 %wt. ammonia/water (TL=30°C, PL= 6.0 bar) (left) 

and 60/40 %wt. CO2/acetone system (TL=30°C, PL= 35.62 bar) (right). 

While pure working fluids show high efficiency peaks at low temperature and pressure 

difference it is possible to extend this range of high efficiency substantially for both 

temperature and pressure difference.  

Discussion 

It can be seen that the simple non-regenerative cycle can provide a high thermal efficiency 

(close to the maximum possible Carnot efficiency), using a low temperature and pressure 

difference. However, the Worthington-type machines can provide such high efficiencies only 

within a narrow temperature-pressure range. At the higher temperature and pressure 

differences, the relative efficiency inevitably drops down. Regeneration is able to extend this 
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high-efficiency temperature difference to some extent. Nevertheless, such a simple cycle can 

be of interest for a number of applications. For instance, in utilisation of low-temperature 

geothermal energy which can be economical if heat, rejected by IE-engine is used for district 

heating or in industry (drying etc.). Other examples are heat utilization of low temperature 

proton exchange membrane fuel cells (LTPEMFC), generally operating between 55°C and 

80°C, waste heat recovery of marine diesel engines circulating water etc. The impressive 

efficiency at low temperature/pressure difference permits to use relatively inexpensive off-the-

shelf Roots machines in an IE-cycle.  

Another way to extend the temperature difference covered by the simple non-regenerative 

cycles is a cascade. Such a two-stage cascade is shown in Figure 8 as an example. The cascade 

is a combination of two IE-installations shown previously in Figure 1; each IE engine utilizes 

a certain temperature difference. The condenser / cooler (CH) of the first stage in this case 

plays the role of heater/evaporator for the second stage of the cascade.  

 

Figure 8. Heat-to-electricity converter based on Worthington-type engine working in cascade 

configuration. 

 

Therefore, every engine can convert heat with a small temperature difference with a relatively 

high efficiency. Every engine in the cascade, shown in Figure 8, serves its own pump/motor. 

However, the cascade set-ups can be designed differently, when all engines drive only one 

pump and/or hydraulic motor etc. Generally, the cascade can utilise more broad temperature 

differences as compared single stage IE-engines. Cascade setups are thus suitable to use heat 

from different temperature waste streams. In this case every stage can use not only the heat 

from the upstream stage but heat from any other suitable source. This is of interest for the 

recovery of heat from for example diesel engines by coupling exhaust- and cooling water waste 

heat i.e., multiple heat streams with two different temperatures.  Refineries, chemical and food 

industry are other typical examples of multiple temperature level heat sources for IE cascade 

application.  
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Mixed working fluids make it possible to operate in much broader temperature and pressure 

difference ranges typical of medium and high-pressure reciprocating piston IE engines. IE-

engines with mixed working fluid can be used for power generation and as heat-driven pumps 

and compressors. The examples are pumps for irrigation, for transfer liquefied gases and 

refrigerants, for district heating and water supply, air compressors, refrigeration and air 

conditioning compressors, compressors of heat pumps etc. Air compressors are of interest also 

in view of the last efforts on development of compressed air energy storage systems. The 

second particular case today is a high-pressure compression of hydrogen for storage and 

hydrogen refuelling stations etc. 

Conclusion 

A high quantity of recoverable energy is still lost in most industrial processes. Possible ways 

of (ultra) low-grade heat utilization by different types of isobaric expansion (IE) machines are 

presented and discussed. It is shown that efficiency of non-regenerative machines with single-

component working fluids can be high, approaching the Carnot efficiency at a low heat 

source/heat sink temperature difference. Regeneration permits to increase this efficiency only 

to some extent. For an efficient utilization of higher temperature differences there are two ways. 

The first one is a so-called cascade i.e., a combination two or more IE machines; each of them 

utilizes only some part of the available temperature difference. The second is an application of 

binary mixtures as working fluid in a combination with regeneration. At high temperature 

differences such a combination can increase efficiency several times when compared to single 

component working fluids. 

The IE engine can become a suitable means for recovery of heat energy by its simple design, 

and economical application. Ongoing research and experiments will further develop IE 

technology and improve system configurations for the plethora of applications. 

Acknowledgements 

We would like to kindly acknowledge Mr. A. Koedood – CEO of the Koedood Marine Group 

for in part funding this research. 

This project has received funding from the Dutch programme R&D Mobility Sectors, which is 

executed by Rijksdienst voor Ondernemend Nederland (RVO) under grand number 

MOB21013, SH2IPDRIVE. This publication only reflects the authors’ views and RVO is not 

responsible for any use that may be made of the information it contains. 

This project has received funding from the European Union’s Horizon 2020 research and 

innovation programme under grant agreement No 764042. This publication reflects only the 

authors’ views and neither Agency nor the Commission are responsible for any use that may 

be made of the information contained therein.  

References 

[1] B. Nesbitt, Ed., Handbook of pumps and pumping, 1st ed. Oxford ; Burlington, MA: 

Elsevier in association with Roles & Associates Ltd, 2006. 

[2] R. Saidur, N. A. Rahim, and M. Hasanuzzaman, ‘A review on compressed-air energy use 

and energy savings’, Renew. Sustain. Energy Rev., vol. 14, no. 4, pp. 1135–1153, May 

2010, doi: 10.1016/j.rser.2009.11.013. 

114



14/15 

 

[3] M. Langan and K. O’Toole, ‘A new technology for cost effective low grade waste heat 

recovery’, Energy Procedia, vol. 123, pp. 188–195, Sep. 2017, doi: 

10.1016/j.egypro.2017.07.261. 

[4] C. Forman, I. K. Muritala, R. Pardemann, and B. Meyer, ‘Estimating the global waste heat 

potential’, Renew. Sustain. Energy Rev., vol. 57, pp. 1568–1579, May 2016, doi: 

10.1016/j.rser.2015.12.192. 

[5] T. Tartière and M. Astolfi, ‘A World Overview of the Organic Rankine Cycle Market’, 

Energy Procedia, vol. 129, pp. 2–9, Sep. 2017, doi: 10.1016/j.egypro.2017.09.159. 

[6] S. Quoilin, M. V. D. Broek, S. Declaye, P. Dewallef, and V. Lemort, ‘Techno-economic 

survey of Organic Rankine Cycle (ORC) systems’, Renew. Sustain. Energy Rev., vol. 22, 

pp. 168–186, Jun. 2013, doi: 10.1016/j.rser.2013.01.028. 

[7] L. Tocci, T. Pal, I. Pesmazoglou, and B. Franchetti, ‘Small Scale Organic Rankine Cycle 

(ORC): A Techno-Economic Review’, Energies, vol. 10, no. 4, p. 413, Mar. 2017, doi: 

10.3390/en10040413. 

[8] M. Papapetrou, G. Kosmadakis, A. Cipollina, U. La Commare, and G. Micale, ‘Industrial 

waste heat: Estimation of the technically available resource in the EU per industrial sector, 

temperature level and country’, Appl. Therm. Eng., vol. 138, pp. 207–216, Jun. 2018, doi: 

10.1016/j.applthermaleng.2018.04.043. 

[9] M. Glushenkov, A. Kronberg, T. Knoke, and E. Kenig, ‘Isobaric Expansion Engines: New 

Opportunities in Energy Conversion for Heat Engines, Pumps and Compressors’, Energies, 

vol. 11, no. 1, p. 154, Jan. 2018, doi: 10.3390/en11010154. 

[10] B. J. G. van der Kooij, The invention of the steam engine. 2015. 

[11] M. Whitmore, ‘Development of Coal-Fired Steam Technology in Britain’, in 

Encyclopedia of the Anthropocene, Elsevier, 2018, pp. 285–305. doi: 10.1016/B978-0-12-

809665-9.10266-6. 

[12] E.W. Lemmon, I.H. Bell, M.L. Huber, M.O. McLinden, REFPROP. Gaithersburg: 

National Institute of Standards and Technology, 2018. [Online]. Available: 

https://www.nist.gov/srd/refprop 

[13] V. Bush, ‘Apparatus for compressing gases’, US2157229A [Online]. Available: 

https://patents.google.com/patent/US2157229A/en 

[14] T. Knoke, A. Kronberg, M. Glushenkov, and E. Y. Kenig, ‘On the design of heat 

exchanger equipment for novel-type isobaric expansion engines’, Appl. Therm. Eng., vol. 

167, p. 114382, Feb. 2020, doi: 10.1016/j.applthermaleng.2019.114382. 

[15] O. Dumont, L. Talluri, D. Fiaschi, G. Manfrida, and V. Lemort, ‘Comparison of a scroll, 

a screw, a roots, a piston expander and a Tesla turbine for small-scale organic Rankine 

cycle’, p. 9, 2019. 

[16] A. Parthoens, O. Dumont, L. Guillaume, and L. Vincent, ‘Experimental and Numerical 

Investigation of a Roots Expander Integrated into an ORC Power System’, p. 11, 2018. 

[17] A. Kronberg, M. Glushenkov, T. Knoke, and E. Y. Kenig, ‘Theoretical limits on the 

heat regeneration degree’, p. 16. 

[18] I. I. Novikov, ‘The efficiency of atomic power stations (a review)’, J. Nucl. Energy 

1954, vol. 7, no. 1–2, pp. 125–128, Aug. 1958, doi: 10.1016/0891-3919(58)90244-4. 

[19] M. Esposito, R. Kawai, K. Lindenberg, and C. Van den Broeck, ‘Efficiency at 

Maximum Power of Low-Dissipation Carnot Engines’, Phys. Rev. Lett., vol. 105, no. 15, 

p. 150603, Oct. 2010, doi: 10.1103/PhysRevLett.105.150603. 

[20] N. Gangar, S. Macchietto, and C. N. Markides, ‘Recovery and Utilization of Low-

Grade Waste Heat in the Oil-Refining Industry Using Heat Engines and Heat Pumps: An 

International Technoeconomic Comparison’, Energies, vol. 13, no. 10, p. 2560, May 2020, 

doi: 10.3390/en13102560. 

115



15/15 

 

[21] R. Tillner-Roth and D. G. Friend, ‘A Helmholtz Free Energy Formulation of the 

Thermodynamic Properties of the Mixture ˆWater ؉ Ammonia‰’, J Phys Chem Ref Data, 

vol. 27, no. 1, p. 34, 1998. 

[22] S. S. H. Rlzvl and R. A. Heldemann, ‘Vapor-Liquid Equilibria in the Ammonia-Water 

System’, p. 9. 

[23] R. J. B. Moreira-da-Silva, D. Salavera, and A. Coronas, ‘Modelling of CO2/acetone 

fluid mixture thermodynamic properties for compression/resorption refrigeration systems’, 

Mater. Sci. Eng., p. 14, 2019. 

[24] C.-M. Hsieh and J. Vrabec, ‘Vapor–liquid equilibrium measurements of the binary 

mixtures CO2+acetone and CO2+pentanones’, J. Supercrit. Fluids, vol. 100, pp. 160–166, 

May 2015, doi: 10.1016/j.supflu.2015.02.003. 

[25] T. Knoke, E. Y. Kenig, A. Kronberg, and M. Glushenkov, ‘Model-based Analysis of 

Novel Heat Engines for Low- Temperature Heat Conversion’, Chem. Eng. Trans., vol. 57, 

p. 6. 

[26] R. Radermacher, ‘Thermodynamic and heat transfer implications of working fluid 

mixtures in Rankine cycles’, Int. J. Heat Fluid Flow, vol. 10, no. 2, pp. 90–102, Jun. 1989, 

doi: 10.1016/0142-727X(89)90001-5. 
 

 

116



1 
 

Experimental study of an isobaric expansion engine-pump 

M. Glushenkov, A. Kronberg* 

Encontech B.V. TNW/SPT, PO box 217, 7500 AE Enschede, The Netherlands 

*Corresponding author e-mail: info@encontech.nl 

Abstract 
We have developed a novel heat engine of the isobaric expansion type. This paper reports 
preliminary measurements made with the engine operating as a pump, and a comparison of the 
experimental results to a thermodynamic model. Experiments were carried out at heat source 
temperature in the range 30 – 90 oC and heat sink temperature around 11 oC; refrigerant R134a 
was used as the engine working fluid. The pressure difference generated by the engine-pump 
varied from 2.5 bar at the heat source temperature 30 °C to 23 bar at the heat source temperature 
86 °C. At frequency of about 0.25 Hz the engine operates with useful powers up to 500 W, and 
water pumping flowrate 15 L/min. Depending on the temperature of the heat source the 
obtained efficiency was 3.5 – 6 %. This efficiency looks very high, considering such a low 
temperature difference (20 – 75 °C) and low power (< 1 kW). The engine’s observed 
performance is in good agreement with the predictions of the model. The results are very 
promising showing that the engine is a valuable alternative to the current technologies, 
especially at low temperatures (< 100 oC) and low power range (< 500 kW) where the current 
technologies are not economic.  
 
Keywords: Heat engine, heat-driven pump, isobaric expansion, low-grade heat, renewable 
energy, energy efficiency. 
 
Introduction 
Today, a large proportion of the world's electricity is consumed by pumps and compressors. 
Pumping systems account for nearly 20% of the world's electrical energy demand and can range 
from 25% to 50% of the energy usage in certain industrial plant operations [1]. Compressed air 
systems alone account for 10% of industrial electricity consumption in the USA and the EU [2, 
3].  
Most of the electricity (64.5 %) is generated by large power plants using high temperature heat 
from burning fossil carbon-based fuels (coal, natural gas and oil). Other methods of electricity 
generation (hydroelectric power, nuclear power, wind, solar and biomass) accounts for a much 
smaller portion of the electricity market [4].  
According to a recent evaluation, 72% of the global primary energy consumption is lost after 
conversion; 63% of the waste heat streams arise at temperatures below 100 °C [5].  
Today, the only way to convert low-grade heat to power is organic Rankine cycle (ORC). 
However, the real contribution of ORC in the world’s electricity generating capacity is very 
small. A total installed capacity of ORC plants is about 2.7 GW [6], i.e. 0.042 % of the global 
electricity generating capacity and 0.068 % of the generating capacity based on thermal (heat) 
energy sources [7]. Such an insignificant contribution of ORC is caused mostly by economic 
reasons. ORC systems are too expensive, especially in the case of low grade heat sources  
(< 100 oC) and low power range [8, 9, 10]. Small ORC units less than 500 kW power do not 
represent more than 2% of the total installed capacity [6], i.e. countless, readily available small 
low-grade heat sources are not unused. 
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Isobaric expansion (IE) technology [11] can be an ideal solution for the mini- and medium-
scale low-grade heat utilization. IE engines are the oldest type of heat engines. It will suffice to 
mention that Savery and Newcomen pumps as well as the first pumps of James Watt (without 
steam expansion) fit into this group [12]. Since then many IE engines were studied under 
different names as pumps, compressors etc. [13, 14, 15, 16, 17]. 
IE process is an alternative to conventional gas/vapour expansion accompanied by a pressure 
decrease typical of all state-of-the-art heat engines. The elimination of the expansion stage 
associated with useful work means that the most critical and expensive parts of ORC systems 
(turbine, screw expander, etc.) are also eliminated. Some versions of the proposed system avoid 
typical technical problems associated with well-known thermal energy driven systems, mainly 
failure of sealing components, lubrication, and wear. These systems are very quiet, can be fully 
balanced and have a very simple, reliable, and inexpensive design [11]. Thus, the technology 
can be a simple and low-cost alternative to the ORC plants as well as other state-of-the-art 
energy conversion systems.  
IE engines provide usable energy in a very convenient hydraulic or pneumatic form that can be 
converted to any other form of energy, and therefore they can also perform all known operations 
of existing heat engines. The energy from the pumped liquid flows can be converted to shaft 
power (rotary motion) or electricity by means of off-the-shelf hydraulic motors. Another option 
is the so-called pump as turbine (PAT) technology, which uses mass market centrifugal pumps 
working in reverse regime i.e. as turbines. In this case the installation is turned into a heat-to-
power converter.  
IE engines are particularly promising for pumping liquids and compression of gases since the 
engines themselves operate as positive displacement pumps or compressors. In such 
applications, heat can be efficiently used to provide direct pumping and compression, that is, 
without intermediate generation of electricity, its transmission and further conversion back to 
mechanical energy typical of today's industry 
In [11] IE-engines were divided into two classes – Bush- and Worthington-type engines. Each 
class includes many different design modifications for pumping, compression and power 
generation. 
Thermally driven pumps have been developed over many years [13, 18, 19, 20, 21, 22, 23, 24, 
25]. However, the practical application of such pumps was always very limited because of too 
low efficiency or power. As an alternative Bush-type engine pump (also known as Up-Therm, 
Encontech, ECT engine) was proposed in [11, 17]. A detailed explanation of this engine-pump 
concept, its advantages as well as experimental and theoretical data are presented in [26].  
In this paper a novel Worthington-type IE engine-pump will be considered. It was developed 
within CHESTER project [27, 28] as a high pressure feed pump of the ORC unit of 10 kWe.  
Description of the IE engine-pump 
The engine-pump presented in this paper, Figure 1, is one out of many possible modifications 
of Worthington type IE engines outlined in [11]. It consists of two power or driving cylinders 
(1), pumping cylinder (2), three pistons (3), two connecting rods (4), two driving valve covers 
(5), two pumping valve covers (6) and two pneumatic valve actuators (7) which are used to 
actuate the valves in the covers (5). Each valve cover (6) is equipped with a non-return (check) 
suction (8) and discharge (9) valves. 
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Figure 1. Scheme of the IE engine-pump. 

The pistons divide the internal volumes of the cylinders into six chambers: two driving 
chambers, shown in light brown, two pumping chambers (green) and two auxiliary chambers 
(colourless). The auxiliary chambers can be used for lubricating the pistons (3) and for 
collecting leaks from the pumping and driving chambers in case of failure of the piston seals. 
They are connected by a manifold (10) through which the leaks are displaced to a ventilation. 
Volumes of each driving and pumping chambers of the engine-pump are 0.482 L and 0.463 L 
respectively. 
The valves in the driving covers (5) operate in counterphase: when, for instance, the right valve 
delivers hot vapor of the working fluid from a heater to the right driving chamber, the left one 
provides exhaust of the spent working fluid from the left chamber. Thereby, three pistons and 
two connecting rods move together as a unit to the left. Both the inlet and outlet valves are open 
until the pistons complete their stroke from right to left. This piston movement results in the 
displacement of pumped liquid from the left pumping chamber and suction the liquid into the 
right pumping chamber. After that, the left valve starts the admission, the right valve 
synchronously provides the exhaust, and the second half of the cycle begins.  
Experimental setup for engine testing 
A schematic of the experimental setup for testing the engine is shown in Figure 2. 

 
Figure 2. Scheme of the experimental setup. 
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A photograph of the built setup is presented in Figure 3. 

 
Figure 3. Engine-pump setup. 

The setup includes a double acting IE engine-pump IEE, working fluid feed pump FP actuated 
by a pneumatic actuator PA, hydraulic accumulator HA, heater (evaporator) H, recuperator R, 
cooler (condenser) C, water heater WH, pressure indicators PI, and pressure and temperature 
transmitters PT and TT. 
The pneumatic actuator PA of the feed pump and pneumatic actuators of the engine valves use 
compressed air at 7 - 9 bar pressure from the laboratory net.  
Pumping in each of the two chambers of the pumping cylinder was studied separately using two 
pumping circuits. The hydraulic scheme is shown in Figure 4. 

 
Figure 4. Scheme of the pumping load: 1 – water tank, 2 – suction valves, 3 – discharge 

valves, 4 – throttle valves. 
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Each pumping circuit is formed by suction (2) and discharge (3) non-return valves provide one-
way flow of water and two throttle valves (4). Water taken from each tank (1) is pumped by the 
engine pump into the same tank through throttle valve (4). The throttle valves (needle valves or 
check valves with adjustable cracking pressure used as pressure release valves) imitated the 
resistance to the water flow in potential applications of the engine-pump. 
Components of the experimental setup 
The variable flow feed pump, FP (Figure 2), is used to supply a low-pressure cold working 
fluid after the cooler to the recuperator at high cycle pressure. It is driven by a pneumatic 
actuator (double-acting pneumatic cylinder) with a maximum stroke of 100 mm. The maximum 
displacement volume of the feed pump per cycle is 0.232 L. In operation the displacement 
volume is regulated by adjusting stroke of the pneumatic cylinder based on the required amount 
of working fluid involved in the engine-pump cycle. 
From multiple heat exchangers available on the market, three brazed plate heat exchangers 
(heater H, recuperator R, and cooler C) (Figure 2) produced by company SWEP [29] were 
selected. All these units are certified to meet 45 bar maximum pressure at 135 °C temperature.  
The engine-pump is cooled by tap water flowing through the cooler C and heated by hot water 
circulated by a centrifugal pump through the heater H and a specially designed water heater 
WH (Figure 2). The water heater WH is a plastic cylindrical vessel with two submerged electric 
heaters of 12 kW each. 
The hydraulic accumulator HA (Figure 2) contains a flexible rubber diaphragm, which 
physically separates the engine working fluid from an inert gas (nitrogen, carbon dioxide) at the 
set high engine pressure <30 bar. It is used to prevent accidental pressure surges above the set 
pressure and to suppress possible cavitation in the feed pump suction line. 
The pressures at the inlet and outlet of the engine and at the inlet and outlet of the feed pump 
were measured by pressure transmitters PT (Sendo SS302 model, 40 barg, with 0.5% accuracy 
and 4 ms response time). Independently, the pressures were controlled by 1 - 40 bar Empeo 
manometers with 1.6% accuracy installed in parallel with the pressure transmitters. The same 
manometer type was used to indicate the gas pressure in the hydraulic accumulator.  
The working fluid temperature was measured using 1 mm shielded K-types thermocouples TT, 
pre-calibrated in the range of 0 - 100 °C and installed at the inlet and outlet ports of the heat 
exchangers and at the inlet and outlet of the engine. The inlet and outlet temperature of heating 
and cooling water was measured with the same thermocouple type.  
All pressure transmitters have 4 - 20 mA output to avoid any influence of cable lengths. The 
signal from the transmitters was processed and displayed using a 12 bits PicoLog 1012 data 
acquisition system with a 10 ms sampling interval. The temperatures were measured using a 
TC-08 DataLogger with a 100 ms sampling interval. 
Sealing of the power and pumping cylinders and pistons were provided by seals based on 
materials with high resistance to all refrigerant classes as well as potentially possible ammonia-
water, oxygenates, carbon dioxide, and hydrocarbon-based working fluids. The mating cylinder 
surfaces were treated by plasma nitriding up to 1100HV on the nitride layer.  
Engine-pump testing and results 
For testing and adjustment of the test setup components some preliminary, non-thermal 
measurements were made at room temperature. At first mechanical functionality of the engine-
pump and feed pump was tested using compressed air in the range of 5-8 bar pressure as the 
driving agent for the pistons. Both units were operated without any mechanical issues. The 
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quantity of water pumped per stroke corresponded well to the displacement volume of the 
pumping chambers, i.e. 0.463 L.  
To prevent corrosion between the stainless-steel and bronze parts the water was replaced with 
a metal working lubricant/cutting emulsion for chainsaws. The emulsion was prepared using 
ordinary tap water by adding about 5% of lubricating oil-emulsifying agent mixture. The 
resulting milky liquid completely suppressed corrosion and exhibited some lubrication ability.  
To extend the lifetime of the dynamic seals Fomblin Compressor Oil YL VAC 16/6 was 
selected as a lubricant in further tests. 
The test system setup was filled with refrigerant R134a (Tcrit = 101.08 °C, Pcrit = 40.6 bar). It 
was selected from several other potentially applicable working fluids for safety reasons (low 
flammability). 
The engine-pump was heated by hot water in the temperature range 30 - 90 °C and cooled by 
tap water at around 12 °C. The flow rate of the hot water pumped through the heater was 30 
L/min and the flow rate of the cold water flowing through the cooler was 10 L/min. 
The main variables in the experiments were temperature of the heater, an operating frequency 
(0.1 – 0.5 Hz) and pumped water pressure drop, which determines the high cycle pressure. Hot 
water temperatures above 90 °C were not possible due to cavitation in the centrifugal circulation 
pump. The displacement of the feed pump was set depending on the pressure drop or high 
pressure of the cycle and the heater temperature (12-60% of the maximum possible 
displacement). 
The low cycle pressure determined by the low cycle temperature and by amount of the working 
fluid in the system was about 5 bar. This pressure was higher than the equilibrium pressure 4.43 
bar at the low cycle temperature of 12 °C in order to prevent cavitation in the feed pump.  
Check valves with adjustable cracking pressure and needle valves were used as resistances to 
the pumped water flow. With the check valves it was possible to provide approximately 
constant water pressure drop but not convenient to regulate them during experiments. The 
needle valves being convenient for the operation could not provide the desired constant pressure 
drop. 
In the experiments, the high cycle pressure (pressure of the driving working fluid) was 
established by maximizing the loads (pressure drops in the resistances to the water flows) for 
each chamber until the displaced volumes of pumped water began to fall below the maximum. 
In other words, the amounts of the displaced water from each chamber were always close to the 
maximum.  
Figure 5 shows examples of the measure temperatures and pressures in the engine-pump setup 
at the heat source temperature of about 40, 60 and 86 °C and the cycle frequencies around 0.20 
– 0.25 Hz.  
The presented in Figure 5 pressures were measured by pressure transmitters PT-2 (heater), PT-
3 (cooler) shown in Figure 2, and PT-5 (water 1) and PT-6 (water 2) shown in Figure 4. The 
temperatures at the inlet and outlet of the heater and cooler were measured by thermocouples 
TT-1, TT-2, TT-5 and TT-6 respectively, Figure 2 
The measured temperatures at the inlet of the engine (driving chambers) and feed pump are not 
shown in Figure 5; they are very close to the outlet temperature of the heater and cooler. The 
pressure at the exhaust from the driving chambers is also not shown in the figure; it rapidly 
drops from the high to low pressure. 
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Figure 5. Pressure (left) and temperature (right) changes in the engine-pump parts. 

Figure 5 highlights the role of the regenerator. Temperature of the working fluid flowing to the 
heater increased in the regenerator from 11 - 12 °C (solid blue line) to 25 - 35 °C (red dashed 
line) providing an increase in thermal efficiency. Some additional information and a video on 
the engine-pump operation can be found in [30].  

Analysis of the experimental data and discussion 
The pressure difference generated by the engine-pump varied from 2.5 bar at the heat source 
temperature 30 °C to 23 bar at the heat source temperature 86 °C. In the used operating mode, 
the upper cycle pressure was in good agreement with the saturation pressure at the outlet heater 
temperature. For example, at 86 °C the equilibrium pressure of R134a is 28.26 barg, thus very 
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close to the measured pressure, Figure 5. This operating mode is thermodynamically 
advantageous, since heat addition and heat removal occur practically isothermally. 
The experimental data permit to evaluate the engine work per cycle, its power and thermal 
efficiency. 
The net value of the work produced in the cycle is: 

𝑊𝑊 = 𝑊𝑊𝑝𝑝𝑝𝑝1 + 𝑊𝑊𝑝𝑝𝑝𝑝2 −𝑊𝑊𝑓𝑓𝑝𝑝 −𝑊𝑊ℎ −𝑊𝑊𝑝𝑝 (1) 

where 𝑊𝑊𝑝𝑝𝑝𝑝1 and 𝑊𝑊𝑝𝑝𝑝𝑝2 works on pumping water in two pumping chambers, and  𝑊𝑊𝑓𝑓𝑝𝑝,𝑊𝑊ℎ,𝑊𝑊𝑝𝑝 
are work of the feed pump, and works for transmission of the heating and cooling water through 
the heat exchangers respectively. 
Pressure drops for pumping of heating and cooling water in the heater and cooler and through 
the connecting hoses were below 0.1 bar. At flow rates between 10 - 30 L/min the pumping 
power was very low, 2 - 5 W. Therefore 𝑊𝑊ℎ and  𝑊𝑊𝑝𝑝 were neglected in Eq. 1. 
The feed pump work was not measured. It was approximately calculated assuming certain value 
of its isentropic efficiency, 𝜂𝜂𝑓𝑓𝑝𝑝, as: 

𝑊𝑊𝑓𝑓𝑝𝑝 = 𝑚𝑚�ℎ�𝑃𝑃𝐻𝐻,𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝,𝑜𝑜𝑝𝑝𝑜𝑜� − ℎ(𝑃𝑃𝐿𝐿 ,𝑇𝑇𝐶𝐶)� 𝜂𝜂𝑓𝑓𝑝𝑝 (2) 

where 𝑚𝑚 is the total mass of the working fluid involved in the cycle process), ℎ(𝑃𝑃,𝑇𝑇) is the 
enthalpy of the working fluid per unit mass, 𝑃𝑃𝐻𝐻 and 𝑃𝑃𝐿𝐿 are the average outlet and inlet pressure 
of the feed pump which are equal to the pressures in the heater and cooler (cherry and grey lines 
in Figure 5),  𝑇𝑇𝐶𝐶 is the temperature at the inlet of the pump (outlet of the cooler) and 𝑇𝑇𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝,𝑜𝑜𝑝𝑝𝑜𝑜 
is the discharge temperature of the pump. These temperatures were very close to each other; 
the difference was within 1 °C and corresponded to the calculated difference assuming an 
isentropic feed pump operation. 

Mass of the working fluid involved in the cycle process 𝑚𝑚 was determined through the 
displaced volume of the feed pump 𝑉𝑉𝑓𝑓𝑝𝑝 and density of the working fluid in the feed pump, i.e. 
at 𝑃𝑃𝐿𝐿 and 𝑇𝑇𝐶𝐶. 

The feed pump work determined from Eq. 2 was in the most cases almost the same as obtained 
assuming incompressible working fluid, i.e. (𝑃𝑃𝐻𝐻 − 𝑃𝑃𝐿𝐿)𝑉𝑉𝑓𝑓𝑝𝑝. 

The work performed on the pumped water per cycle in each of two pumping chambers can be 
calculated as 

   𝑊𝑊𝑝𝑝𝑝𝑝 = � 𝑃𝑃𝑎𝑎𝑎𝑎𝑎𝑎(𝑡𝑡)𝑞𝑞(𝑡𝑡)𝑑𝑑𝑡𝑡

𝑜𝑜1+𝑜𝑜𝑐𝑐

𝑜𝑜1

 (3) 

in which 𝑊𝑊𝑝𝑝𝑝𝑝 is either 𝑊𝑊𝑝𝑝𝑝𝑝1 or 𝑊𝑊𝑝𝑝𝑝𝑝2, 𝑃𝑃𝑎𝑎𝑎𝑎𝑎𝑎(𝑡𝑡) is the absolute pressure of the pumped water in 
the pumping chamber, 𝑞𝑞(𝑡𝑡) is the instantaneous volume flow rate of the water out of the 
chamber, 𝑡𝑡𝑝𝑝 is the cycle period and 𝑡𝑡1 is an arbitrary moment of time; for convenience we 
choose it as the beginning of the pumping stroke. 

Work 𝑊𝑊𝑝𝑝𝑝𝑝 consists of positive work during the pumping stroke when 𝑞𝑞(𝑡𝑡) > 0 and negative 
work during the suction stroke when 𝑞𝑞(𝑡𝑡) < 0. 
Amounts of the water coming and leaving the pumping chambers per cycle are equal. Therefore 
∫ 𝑞𝑞(𝑡𝑡)𝑑𝑑𝑡𝑡 = 0𝑜𝑜1+𝑜𝑜𝑐𝑐
𝑜𝑜1

 and 𝑊𝑊𝑝𝑝𝑝𝑝 can be expressed through the measured gauge pressure 𝑃𝑃(𝑡𝑡) =
𝑃𝑃𝑎𝑎𝑎𝑎𝑎𝑎(𝑡𝑡) − 𝑃𝑃𝑎𝑎𝑜𝑜𝑝𝑝 (blue solid and dashed lines in Figure 5). 
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   𝑊𝑊𝑝𝑝𝑝𝑝 = � 𝑃𝑃(𝑡𝑡)𝑞𝑞(𝑡𝑡)𝑑𝑑𝑡𝑡

𝑜𝑜1+𝑜𝑜𝑐𝑐

𝑜𝑜1

 (4) 

In the experiments presented in this paper the measured gauge pressure during the suction stroke 
was much less than the pressure during the pumping stroke, Figure 5. Therefore the work 
performed on the pumping water was calculated as 

   𝑊𝑊𝑝𝑝𝑝𝑝 = � 𝑃𝑃(𝑡𝑡)𝑞𝑞(𝑡𝑡)𝑑𝑑𝑡𝑡

𝑜𝑜1+𝑜𝑜𝑐𝑐/2

𝑜𝑜1

 (5) 

The instantaneous water volume flow rates 𝑞𝑞(𝑡𝑡) was not measured because it was not possible 
to find an appropriate flowmeter. A rough value of 𝑊𝑊𝑝𝑝𝑝𝑝 can be obtained through the measured 
volume of the pumped water per cycle 𝑉𝑉𝑝𝑝 and average pressure during the pumping stroke 𝑃𝑃�: 

   𝑊𝑊𝑝𝑝𝑝𝑝 ≈ 𝑃𝑃�𝑉𝑉𝑝𝑝, 𝑃𝑃� = � 𝑃𝑃(𝑡𝑡)𝑑𝑑𝑡𝑡

𝑜𝑜1+𝑜𝑜𝑐𝑐/2

𝑜𝑜1

 (6) 

This value of 𝑊𝑊𝑝𝑝𝑝𝑝 is less than the actual work. More precise value of the work, although still 
less than the actual work, can be obtained using the dependence between the pumped water 
flow rate and pressure drop across the needle valve. According to the valve producer, Swagelok, 
[31]: 

   𝑞𝑞 = 𝑎𝑎√𝑃𝑃 (7) 

where the proportionality coefficient 𝑎𝑎 depends on the valve flow coefficient (Cv = 0.37) and 
density of the liquid. Value of 𝑎𝑎 can also be obtained from the experiments using equation for 
volume of the pumped per cycle water  

   𝑉𝑉𝑝𝑝 = � 𝑞𝑞(𝑡𝑡)𝑑𝑑𝑡𝑡

𝑜𝑜1+𝑜𝑜𝑐𝑐/2

𝑜𝑜1

= 𝑎𝑎 � √𝑃𝑃𝑑𝑑𝑡𝑡

𝑜𝑜1+𝑜𝑜𝑐𝑐/2

𝑜𝑜1

 (8) 

Combining Eqs. 5, 7 and 8 we get an equation for work performed on the pumping water 

   𝑊𝑊𝑝𝑝𝑝𝑝 = 𝑉𝑉𝑝𝑝
∫ 𝑃𝑃1.5(𝑡𝑡)𝑑𝑑𝑡𝑡𝑜𝑜1+𝑜𝑜𝑐𝑐/2
𝑜𝑜1

∫ √𝑃𝑃𝑑𝑑𝑡𝑡𝑜𝑜1+𝑜𝑜𝑐𝑐/2
𝑜𝑜1

 (9) 

The overall power of the engine-pump was calculated as: 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑓𝑓𝑊𝑊 = 𝑓𝑓�𝑊𝑊𝑝𝑝𝑝𝑝1 + 𝑊𝑊𝑝𝑝𝑝𝑝2 −𝑊𝑊𝑓𝑓𝑝𝑝�  (10) 

in which 𝑓𝑓 is the cycle frequency and 𝑊𝑊𝑝𝑝𝑝𝑝1, 𝑊𝑊𝑝𝑝𝑝𝑝2 and 𝑊𝑊𝑓𝑓𝑝𝑝 are determined by Eqs. 2 and 9. 

The thermal efficiency is defined as the useful work produced during a full cycle in relation to 
the supplied heat: 

𝜂𝜂 =
𝑊𝑊
𝑄𝑄

 (11) 

The heat supplied  𝑄𝑄 was calculated based on the measured temperatures at the inlet and outlet 
of the heater, 𝑇𝑇𝐻𝐻 and 𝑇𝑇ℎ,𝑖𝑖𝑖𝑖 respectively (solid and dashed red lines in Figure 5), assuming no 
heat losses in the heater and taking into account negligible pressure drop in the heater (< 0.25 
bar).  
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   𝑄𝑄 = �ℎ(𝑇𝑇𝐻𝐻,𝑃𝑃𝐻𝐻) − ℎ�𝑇𝑇ℎ,𝑖𝑖𝑖𝑖,𝑃𝑃𝐻𝐻��𝑚𝑚 (12) 

The experimental power and efficiency were compared to a thermodynamic model presented 
in [11]. The regenerated amount of heat in this model was calculated using a method for 
determining the thermodynamic limits of heat recovery developed in [32]. Accurate modelling 
of the regeneration efficiency is a rather complicated task because both the pressure and 
temperature of the working fluid exiting the driving chambers and entering the recuperator 
change significantly. To simplify the calculations it was assumed that the working fluid from 
the driving chambers enters the recuperator at the low cycle pressure being well mixed, i.e. at 
the average temperature determined from the enthalpy balance. This simplified method 
provides a conservative value of the regeneration efficiency. 

Table 1 below presents some experimental data and the theoretical efficiency, 𝜂𝜂𝑜𝑜ℎ, for the 
experiments presented in Figure 5. The feed pump work was calculated assuming isentropic 
efficiency, 𝜂𝜂𝑓𝑓𝑝𝑝, of 90 %. 

Table 1. Experimental data and theoretical efficiency 

𝑇𝑇𝐻𝐻, oC 𝑇𝑇𝐿𝐿 ,oC 𝑃𝑃𝐻𝐻, bar 𝑃𝑃𝐿𝐿, bar 𝑚𝑚, kg 𝑊𝑊𝑝𝑝𝑝𝑝,kJ 𝑊𝑊𝑓𝑓𝑝𝑝,kJ 𝑊𝑊, kJ 𝑄𝑄, kJ 𝜂𝜂, % 𝜂𝜂𝑜𝑜ℎ , % 
86.5 11.0 28.0 5.5 0.152 1.882 0.301 1.581 29.13 5.43 6.30 
59.7 12.5 15.4 5.2 0.073 0.778 0.066 0.711 14.23 5.00 6.32 
40.0 10.8 10.0 4.9 0.047 0.355 0.021 0.334 8.78 3.80 5.08 

 
Discussion and conclusions 
The experimental results are very promising; they confirm the expected advantages of the IE 
engine-pumps. 
The pumped water flow rate which is determined by the cycle frequency was in the range 6 - 
15 L/min. Hence generated power was up to 0.5 kW at frequency of 0.25 Hz corresponding to 
specific power 0.5 kW/L. This specific power, especially expected at higher frequencies of 
about 1 Hz, is comparable with that of big diesel engines (2.5 - 3 kW/L), which is achieved at 
combustion temperatures up to 2500 K and is much higher than the power density of known 
thermally driven pumps [22, 23, 24]. 
The engine presented in this paper was supposed to work at frequencies up to several Hz. 
However most of the experiments were performed at a relatively low frequency in the range 0.1 
– 0.25 Hz because at frequencies above 0.25 Hz, the flow rate of the pumped water decreased 
rapidly. This was due to unsuitable check valves in the suction lines (number 2, Figure 4). 
Although cracking pressure of the valves was rather low (0.069 bar) their resistance was too 
high, above 0.5 bar, at operation frequency above 0.25 Hz. Due to this restriction atmospheric 
pressure which caused water flow from the tanks to the pumping chambers was not sufficient 
for suction. Also, significant heating of the pumped water during the experiments contributed 
to the cavitation in the suction strokes. We expect to increase the frequency up to several Hz 
after replacement of the check valves in the subsequent experiments, and accordingly to 
increase power up to several kW. 
The feed pump is estimated to consume between 3% and 17% of net power generated, which 
is in the same range as pumping work in the ORC systems with R134a working fluid [33]. 
The obtained thermal efficiency in the range of 3.5 - 6 % looks very high, considering such a 
low temperature difference between the heat source and heat sink (20 – 70 °C), low power  
(< 1 kW) and the fact that the operation was not optimised. This high efficiency can be 
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explained by: 1) simplicity of the machine; 2) almost isothermal heat addition and heat 
rejection; 3) relatively high work ratio (i.e. ratio of the net work output and positive work input 
in cycle) of 0.5 – 0.7.  
For the used operating conditions, thermodynamics places severe limitation on the amount of 
heat exchanged in the recuperator. This amount in the experiments was only 8 – 10 % of the 
required enthalpy changes of the working fluid stream in the recuperator. However, in spite of 
the rather low regeneration efficiency, the recuperator was useful for improving overall 
efficiency. 
The experimental values of the thermal efficiency were 10 - 25% lower than those predicted by 
the thermodynamic model at a heat source temperature of 30-85 °C, respectively. The 
difference is due to frictional losses in the seals and the used needle valves which imitated 
engine load. Due to the frictional losses pressure of the pumped water was on average 1.5 - 2 
bar lower than the difference between the high and low cycle pressures (pressures in the heater 
and cooler). The needle valves could not provide constant pressure drop: during the first quarter 
of the pumping stroke pressure of the pumped water gradually increased from zero to the 
maximum value, Figure 5. As a result, the average pumping pressure turned out to be 6-9% 
lower than its maximum value.  
Heat losses in the heat exchangers and pipelines were not evaluated in these experiments. 
However, they should not be significant as the highest temperature was below 90 °C and all hot 
parts of the experimental setup were insulated; if necessary heat losses could be minimized 
using improved thermal insulation.  
The engine has not been optimised yet. This can be seen from Table 1: the theoretical efficiency 
at the heat source temperature 𝑇𝑇𝐻𝐻 of 59.7 oC is higher than that at 𝑇𝑇𝐻𝐻 = 86.5 oC. Further efficiency 
gains can be achieved by selecting the optimal combination of high cycle pressure and 
temperature, improving sealing, admission and suction valves, and overall engine design. 
Obviously, higher efficiency can be achieved with increasing size and power of the engine and in 
real pumping processes with a constant delivery pressure of the pumped liquid. 
The engine design presented in this paper, Figure 1, is one of many others. It can be different 
depending on the application. The diaphragm-type IE engine-pump is an example of an 
alternative design. In such a single-acting machine, Figure 6, there are no seals and a diaphragm 
unit plays a role of IE engine-pump. The diaphragm unit includes two semispherical covers (1) 
and (2) with a metal or polymer diaphragm (3) clamped in between. The top cover (2) is 
equipped with suction and discharge valves (6) and (7); the bottom cover is equipped with inlet 
and outlet valves (4) and (5). The diaphragm transmits pressure between working fluid (shown 
in brown) and the pumped liquid (shown in yellow-green). As the piston engine-pump, Figure 
2, it includes, working fluid feed pump P, heater H, recuperator R, and cooler C. 
One of the differences between the diaphragm and piston pump presented in this paper is that 
the suction and discharge pressures in the diaphragm engine-pump are equal to the low and 
high cycle pressures of the working fluid. The main advantage of the diaphragm-based design 
is almost friction-free and leak-free operation. Therefore, the frictional losses detrimental for 
the efficiency of the piston engine-pumps are eliminated. 
It is interesting to note that this type of pumps was used as early as 1885 in France for pumping 
water using ammonia as a working fluid and solar energy as a heat source [33]. 
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Figure 6. Diaphragm engine-pump 

It is worth noting that current research into IE technology shows significant potential for 
improving engine performance. This can be achieved, for example, by using mixtures of 
different substances as a working fluid, which can provide a substantial improvement in 
regeneration [34].  
The developed IE engine-pump could be integrated into the ORC unit of the CHEST system 
[27], for which it was developed as a high-pressure feed pump. Using a differential piston 
arrangement (a combination of two pistons with different diameters), the IE engine-pump can 
deliver literally any pressure of the pumped liquid. This allows the engine-pump to be used for 
high-pressure applications such as heat driven water desalination, oil hydraulic power unit etc. 
In particular, it can serve as a low-grade heat driven pump for pumping any liquid in the CHEST 
system. 
Since the new engine design is easily scalable up to several MW it can be a very convenient 
and efficient platform for many industrial applications, especially for low temperature heat (< 
100 oC) revalorization at low power range (< 500 kW) where other known technologies are not 
economic. Thus low-grade solar, geothermal energy and waste heat with temperature above 30 
°C can be involved into various energy conversion processes. 
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Abstract

The present paper investigates the feasibility of using H2/CH4 fuel mixtures in micromix-type
burners applied to industrial boilers. The micromix burner concept, characterised by the for-
mation of miniaturised and compact turbulent diffusion flames, was developed for gas turbine
hydrogen burners showing low NOx emissions (below 10 ppm) without flashback risk, which
represent the main issues when using pure hydrogen or hydrogen enriched natural gas mix-
tures as fuel, making it a promising concept to be applied in industrial burners. Since in-
dustrial burner operating conditions differ from gas turbine burners, previously studied and
well-characterised micromix geometry scaling methodologies were used to scale the burner
geometry, taking as basis the fuel mixture properties and re-defined industrial burner operating
conditions (different energy densities and air-fuel equivalence ratios). The study was carried
out through numerical CFD simulations accounting for detailed chemistry calculations of tur-
bulent micromix flames. The resulting flow, temperature and exhaust emission characteristics
for three H2/CH4 fuel blends with H2 content of 90, 75 and 60% respectively were analysed and
discussed for air-fuel equivalence ratios at λ =1.8 and 1.6 (lower than the well-characterised
air-fuel equivalence ratios in micromix gas turbine burners at λ =2.5 and closer to current in-
dustrial boilers), considering an energy density of 14 MW/m2 bar. Results demonstrated that
NOx emissions where maintained below 10 ppm for fuels containing %60 and %75 H2 at the
considered air-fuel equivalence ratio. CO emissions decreased for lower air-fuel equivalence
ratios at λ =1.6 due to the larger combustion zones and higher oxidation rates of CO across
the flame. Finally, a qualitative study was performed for practical design considerations in hy-
drogen burners, restating the well-established design point of using air-fuel equivalence ratios
at λ =1.3 in current natural gas burners. The latter comprised a thermodynamic analysis for
an ideal reactor control volume, where exergetic efficiencies were evaluated for hydrogen and
methane combustion processes respectively. The outcomes demonstrated that due to the lower
entropy production (less exergy destruction), H2/Air ideal reactors at λ '1.8 would have the
same exergetic efficiency as an ideal reactor of CH4/Air at λ '1.3, reinforcing the idea of using
micromix-type burners with higher λ values without loss of exergetic efficiency in industrial
boiler burners.

Keywords: Hydrogen combustion, CFD modelling, Exergy analysis, Burner optimisation
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Introduction/Background
The quest for energy system decarbonization is becoming a priority, where hydrogen appears as
an energy vector to deal with the intermittent and distributed nature of the increasing renewable
and non-renewable power plants [1, 2]. Once generated and stored, gaseous hydrogen could be
used in several applications. In this context, greenhouse and pollutant emissions from industrial
boilers and furnaces could be reduced by using hydrogen as fuel in such combustion devices.

Among others, hydrogen has become a promising alternative to conventional fossil fuels to re-
duce the overall emissions in different sectors [3, 4]. It can be generated through water electrol-
ysis and other renewable methods using the energy excess in low demand periods and storing it
to be afterwards used in different applications, acting as an energy vector. In that sense, several
large-scale projects are being carried out across the EU, with several power-to-gas (P2G) pilots
[5]. In 2022 a P2G of 100 MW will be connected to the grid in Germany, while 10,000 wind
turbines from the North Sea wind farms are also planned to be connected to an artificial island
for power-to-hydrogen production after 2030 [6]. Since high-volume hydrogen storage for long
time periods still presents technical difficulties [7], distributed hydrogen production and stor-
age arises as an alternative option in contrast to large-scale centralized systems, facilitating the
integration of hydrogen technology in smart grids [8, 9, 10].

In this context, the present paper focuses on the use of hydrogen-enriched natural gas mixtures
in micromix-type industrial burners. Nonetheless, the combustion characteristics of hydrogen
presents several particularities. Among others, hydrogen presents a wide flammability limit in
air (4-75 vol%), low ignition energy in air (0.019 mJ), low density (0.0899 kg/m3) and high
adiabatic flame temperature (2380 K) [11, 12]. In that sense, non-premixed burners, which are
commonly used in industrial boilers and gas turbine combustors, are preferable since they en-
sure safer operating conditions avoiding flashback and explosion risk when fuelled completely
by hydrogen. However, this type of flames react at near stoichiometric conditions, result-
ing in near-adiabatic flame temperatures and consequent increase in thermal NOx formation
[13, 14, 15]. Therefore, the main technological challenge concerning the design of hydrogen
burners is to maintain both a high hydrogen fuel content under safe operating conditions and
acceptable levels of thermal NOx emissions.

In the non-premixed or diffusion combustion technology field related to the industrial sector
and considering hydrogen as fuel, the micromix combustion principle (MCP) appears as a
novel technology able to minimise the negative impacts derived from the hydrogen combus-
tion. The MCP is based on the jet crossflow principle of miniaturised multiple injectors, where
fuel is injected perpendicularly into an air crossflow as shown in Figure 1 (a). Thus, the fast
mixing between reactants reduces the residence time of NOx precursors [16, 17] generating
miniaturised turbulent diffusion flames separated each other and stabilised between inner and
outer vortices. The main design elements characterising the architecture of a micromix burner
prototype with two hydrogen segments are depicted on Figure 1 (b). It must be noted that the
number of segments and the final arrangement (linear or concentric rings) depend on the burner
integration space and the desired energy density.

The low NOx MCP was invented in the European Research projects EQHHPP [18] and CRY-
OPLANE [19] focused on the greenhouse and pollutant emission reduction in aviation and sta-
tionary gas turbines. In recent years, a huge amount of literature has been published on MCP,
carried out by Aachen University for Applied Sciences, B&B-AGEMA GmbH and Kawasaki
Heavy Industries [20]. More recently, studies carried out by Cranfield University have focused
their attention towards hydrogen fuelled MCP aero-engines in the core of ENABLE H2 project
[21].
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Figure 1. Micromix burner prototype designed in Ikerlan Research Centre

Fuel-flexibility of the micromix gas turbine burners at high air-fuel equivalence ratios (AFR)
with λ >2 was studied in Ref.[22] focusing on the burner geometry optimisation to keep the
main micromix combustion characteristics and low emission levels along with high combustion
efficiency for the widest possible range of H2/CH4 mixtures.

Thus, the main purpose of the present paper is to analyse the feasibility of extrapolating the
MCP for gas turbine burners to industrial boiler burners, using hydrogen enriched natural gas
as fuel. For that purpose, a set of numerical simulations were carried out to assess the impact of
different operating conditions at lower air-fuel equivalence ratios and higher energy densities.

Objectives and methodology

In contrast to the mentioned well established micromix burner design points, using hydrogen,
hydrogen-syngas and hydrogen-methane mixtures [22, 23], the present paper investigates the
feasibility of the micromix combustion principle (MCP) for industrial scale boiler burners,
which operate with lower air-fuel equivalence ratio (AFR) levels and different power densities
[24].

H2/CH4 blends with H2 content of 90, 75, and 60% have been considered respectively based
in the Wobbe Index to ensure good interchangeability [22]. Reduced AFR levels have been
considered at λ=1.8 and 1.6, which are closer from current natural gas boiler design points
at λ =1.3 [25]. Furthermore, energy density (ED) was adapted to 14 MW/m2 considering
atmospheric pressure in contrast to the energy densities studied in previous literature at 40-65
MW/m2 considering pressurised combustors with Pref ∼ 6.5 bar [17, 22].

Thus, in order to achieve the desired energy density value at 14 MW/m2 operating with 60%
H2 on CH4 and lower air-fuel ratios (AFR), the considered burner geometry was previously
scaled based on micromix burner scaling methodologies [26, 27]. On the basis of the resulting
geometry, the impact of higher hydrogen concentrations on the main micromix combustion
characteristics and emission levels will be numerically investigated.
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In contrast to conventional natural gas burners, micromix burners would offer not only safe
operating conditions without flashback risk and low NOx emissions when using H2/CH4 blends
as fuel, but also much shorter flame lengths, leading to smaller combustion chambers and more
compact boiler designs. In that sense the main purpose of the present work is to demonstrate
that low NOx values are maintained below 10 ppm for the re-defined operating conditions.
Similarly, CO emissions trends will be also analysed.

Finally, the design point of λ =1.3 in current natural gas burners was qualitatively addressed
from a practical point of view, studying the impact of using higher AFR levels in hydrogen
burners. For that purpose exergetic efficiencies were calculated based in system level analysis
of ideal reactor control volumes, where hydrogen and methane combustion processes were
considered.

Numerical domain

The main characteristics of the computational domain and the selected grid are briefly described
in the present section. As shown in Figure 2 (a), a 3D burner slice was used to define the com-
putational domain. Based in previous numerical studies, the domain was simplified considering
symmetry flow conditions in both transversal and longitudinal directions, instead of simulating
the whole array of micromix flames. Hence, the fluid domain was limited between the plane of
symmetry of the half of the hydrogen inlet and the plane of symmetry of the free space between
two consecutive flames.

Previous grid independence studies [29] with tetrahedral elements determined that the grid
independence for similar geometries can be achieved with 1,300,000 cells. Furthermore, poly-
hedral grids were used for the numerical studies carried out in Aachen university. Thus, these
type of elements present several advantages reducing the number of elements with optimum
grid resolutions and lower the overall computational costs [30]. Taking as a reference the re-
sults obtained and validated in the mentioned meshes and the benefits of using polyhedral-type
elements, they were used for the present domain discretisation as shown in the in Figure 2
(b). The mesh quality was further improved through a gradual mesh refinement during the
calculations. The final mesh comprised 1,200,000 cells.

CFD Modelling

The steady three dimensional flow field was obtained by solving the Reynolds-averaged Navier-
Stokes equations. Since MCP accounts for several turbulence scales depending on the flow
region, the present RANS calculations were performed using the k - ω SST turbulence model
of Menter [31] following the same approach as in the studies carried out in Cranfield University
for micromix combustion modelling [32, 33]. This model includes the advantages of the k - ω
model in the inner boundary layer and the benefits of the k - ε model in the outer region. Thus,
it is able to capture the scale variability effects along with providing a better representation of
the near wall flow physics. In order to capture the flow characteristics in the near wall regions,
the grid size for such zones was refined calculating the height and number of thin layers needed
to solve the viscous sub-layer and ensure y+'1.

The steady transport equations for turbulent kinetic energy k and the specific dissipation rate ω
are given in Eq. (1) and (2) respectively.

∂(ρujk)

∂xj
= P − β∗ρωk +

∂

∂xj

[
(µ+ σkµt)

∂k

∂xj

]
(1)
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Figure 2. Numerical domain to [28]

∂(ρujω)

∂xj
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P − βρω2 +

∂

∂xj

[
(µ+ σωµt)

∂ω

∂xj

]
+ 2(1− F1)

ρσω2
ω

∂k

∂xj

∂ω

∂xj
(2)

Furthermore, species transport equations including the chemical reaction term and energy con-
servation equation were also solved considering an incompressible ideal-gas mixture. The
reaction source term was calculated through the so-called Eddy Dissipation Concept (EDC)
model, which incorporates the influence of finite rate kinetics and the influence of turbulent
fluctuations on mean chemical reaction rate. This model is based on the turbulent energy cas-
cade, assuming that the larger eddies loss their energy breaking into smaller eddies. The key
assumption in the EDC model is that chemical reactions involved in a turbulence flow take
place in those fine scales, which are locally treated as adiabatic, isobaric, Plug Flow Reactor
(PFR). Based in the development of Magnusen [34], the mean reaction source term is defined
as:

˜̇ωi =
ρ̄(ξ∗)2

τ ∗[1− (ξ∗)3]
(Y ∗

i − Ỹi) (3)

Where ξ∗ and τ ∗ represent the size of the fine structure and the mean residence time, defined by
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means of local viscosity, turbulent kinetic energy and its dissipation rate. Here, Y ∗
i represents

the species mass fraction calculated from the current value Ỹi by means of the considered
reaction mechanism over the time scale τ [35]. The integration of the Arrhenius reaction rates
in the fine structures was carried out considering the reaction data from the widely used and
validated DRM-22 [36] mechanism, consisting of 24 species and 104 reversible reactions. It
must be also noted that ideal-gas-mixing law was used to compute the thermal conductivity and
viscosity of the gas mixture. Assuming that the relative mass flux due to molecular diffusion
is governed by a Fick’s law, mass diffusivity was calculated through the mixture-averaged
approach.

Discussion and Results

CFD Results

Temperature contours and velocity streamlines at each AFR level are presented in Figure 3. In
order to improve the understanding of the numerical outcomes, results at air-fuel ratios (AFR)
λ =1.6 and 1.8 were named with ”A” and ”B” respectively while hydrogen concentrations in
the fuel were represented with numbers. Hence, six results will be analysed: A60, A75, A90
and B60, B75 and B90 as indicated in Figure 3. As mentioned, for a given AFR level, higher
hydrogen concentrations in the incoming fuel led to a higher fuel jet penetration into the air
crossflow. This phenomena is characterised by the momentum flux ratio, which defines the
relation between the fuel jet and the air cross-flow momentum, determining the injection depth
of the former into the air cross-flow as [17]:

rm =
ρfuelV

2
fuel

ρAirV 2
Air

=

ṁ2
fuel

ρfuelAjet

ρAirV 2
Air

(4)

Here the velocity of fuel has been expressed in terms of the inlet mass flow ˙mfuel, jet area
Ajet and fuel density ρfuel. Accordingly, higher hydrogen concentrations in the fuel reduced its
density, increasing the momentum flux ratios and therefore promoting the jet penetration into
the cross flow.

As indicated, the fuel jet penetration phenomena was observed in both AFR levels, showing
higher vortex temperatures caused by the burning process of the air-fuel mixture in such recir-
culating zone. This also led to a higher temperatures in the air guiding panel surface that could
cause irreversible damages due to the high thermal impact on the burner material [22].

Concerning the nitrogen oxide emissions, numerical results showed that most of the NOx was
produced by the thermal NOx formation mechanism (more than 95% percent) against the NOx

production by the prompt-NOx mechanism. It can be see that low NOx values were maintained
below 10 ppm for A60, B60 and B75. In contrast, the higher NOx concentrations above 10 ppm
at A75, A90 may be explained by combination of the post shear layer formation phenomena
and the worse mixing in the jet cross-flow zone due to the jet penetration. On the other hand, no
shear layer was observed at B90, concluding that the higher NOx concentrations were caused
by the worse mixing. Figure 4 (a) shows that NOx formation was concentrated in the post shear
layer flame zone for A75 and A90, caused by the worse mixing in the jet cross-flow. This led to
the combustion of the remaining fuel fraction in such zones, increasing the overall height of the
flame and promoting the formation of the post shear layer flame fraction. In contrast to A90,
the NOx fractions for B90 were located in the near flame due to the lack of post shear-layer
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Figure 3. CFD results showing temperature contours and velocity streamlines in each case.
NOx and CO concentrations measured in the domain outlet and measured to 15% O2 are also
included

formation, which may be attributed to the higher air dilution and lower combustion product
temperatures at λ =1.8.

The CO concentrations presented relatively high values and increased significantly for A60
and B60 due to the higher methane concentration in the fuel. The increment at 60% H2 was
specially higher at λ =1.8 (B60). Carbon monoxide is commonly produced when combustion
reactions are not fully completed, mostly due to lack of air or low mixing [37]. This may lead
to think that higher AFR levels might induce lower CO formation due to an increasing oxygen
presence that could oxidise the intermediate CO. However, lower AFR led to a larger combus-
tion zones (in case of higher hydrogen concentrations a post flame shear layer appeared). This
can be observed through the temperature contours at A60 and B60. As concluded by [22], the
enlarged combustion zone favour the CO oxidation to CO2, reducing the overall CO emissions.
This effect can be appreciated in Figure 4 (b), where CO and CO2 concentrations for A60 and
B60 are compared, showing higher CO conversion across the reacting zone at A60. However,
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Figure 4. CFD results for: (a) NOx formation rates and (b) CO2 and CO mass fractions

this effect had a negative impact on NOx formation, prompted by the higher temperatures and
residence times of the NOx precursors. Thus, further optimisations should be considered to
deal with the combination of this phenomena in order to reach a compromise.

Hence, the numerical results showed that the present burner geometry would be able to work
without fuel jet penetration at each AFR level and hydrogen concentrations of 60%, demon-
strating that the initial burner geometry dimensions would determine the fuel flexibility of the
micromix burner. In the light of the present results, the employed burner geometry showed a
low fuel flexibility due to its high impact on the momentum flux ratios. Likewise, NOx emis-
sions were doubled at λ =1.6 for the considered fuel mixtures. Contrarily, CO emissions were
halved at λ =1.6 for hydrogen content of 60. As observed, the higher the hydrogen content
the lower the impact on CO reduction when decreasing AFR (CO emissions increased from
B90 to A90). Thus, reducing the AFR could be a good strategy to further reduce the CO emis-
sions at H2-60% or lower concentrations, as long as the limit of the low NOx is note exceeded.
However, this would reduce the fuel flexibility.

It can be concluded that the discussed numerical outcomes served as an initial baseline study,
showing a potential for further burner optimisations for higher fuel flexibility together with
low NOx and CO concentrations. This was already demonstrated in Ref.[22], where geometry
optimisations were carried out in order to increase the fuel-flexibility of a micromix burner.

Exergetic analysis for practical design considerations

In contrast to current natural gas burners, which operate at low AFR (λ '1.3) being a well-
established design point, micromix burners are characterised by higher AFR levels to provide
a certain air excess able to cool down and dilute the combustion products in the recirculating
vortices, avoiding a flame merging. Accordingly, it can be said that this is one of the main
differences between conventional natural gas boiler burners and micromix hydrogen burners,
which may lead to the loss of the overall system efficiency with respect to current natural gas
burners.

Concerning this fact, the present section aims to qualitatively analyse the effect of AFR from
a practical standpoint, analysing its influence on the exergetic efficiency of hydrogen and
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methane combustion processes respectively, which quantifies the impact of the highly irre-
versible combustion reactions when using both fuels. The chemical exergy is defined as the
maximum theoretical work that could be developed by the combined system (formed by an
environment and an amount of fuel). Therefore, the exergetic efficiency represents a measure
for the system irreversibilities (entropy production in the considered control volume) with re-
spect to the maximum theoretical work capacity available on the fuel (chemical exergy of the
fuel) as defined in Equation 7. It is worth to mention that for the present comparative analysis
additional irreversibility sources present in real combustion processes such as heat conduction,
mass diffusion, viscous dissipation or entropy diffusion were not considered due to their lower
relevance compared to the irreversibilities caused by the chemical reaction [38].

The calculation approach considered the combustion thermodynamics of methane/Air and hy-
drogen/Air reactions for ideal reactor systems [39]. For that purpose, enthalpy and entropy
balances from Equations (5) and (6) were solved in an insulated reactor control volume, which
was defined as a black-box system represented in Figure 5 (a).

Q̇cv

ṅF
− Ẇcv

ṅF
=

∑
P

ne(hf + ∆h)e −
∑
R

ni(hf + ∆h)i (5)

∑
j

Q̇cv

Tj
=

∑
e

ṁese −
∑
i

ṁisi − σ̇cv (6)

Where i and e denote the incoming fuel and air streams and the exiting combustion products
respectively. hf and ∆h represent the formation enthalpy and the change in enthalpy from the
temperature Tref=298 K to the gas temperature T . The respective coefficients of the reaction
equations shown in Figure 5 (a) are represented by n, giving the moles of reactants and products
per mole of fuel. Similarly, si and se represent the incoming and exiting specific entropies,
while σ̇cv is the rate of entropy production in the control volume. Assuming that the considered
control volume was perfectly insulated, the first term in both equations is equal to zero since
no heat losses were considered from the system.

Thus, the calculation process started by solving the Equation (5) for different AFR levels,
solving the temperature of the combustion products. Afterwards, Equation (5) was evaluated at
different AFR levels using the previously obtained product temperatures, obtaining the entropy
formation rate σ̇cv. Finally, considering the standard chemical exergy values (ech) of hydrogen
and methane fuels (236,100 and 831,650 kJ/kmol respectively) [40], the exergetic efficiency
was evaluated as:

ηexg = 1− Ėd

Ėf
= 1− T0 · σ̇cv

ṁf · ech
(7)

Where Ėd and Ėf represent the exergy destruction flux and the exergetic flux of the incoming
fuel respectively. The former is defined as the product of the environment temperature T0 and
the previously calculated rate of entropy production in the control volume σ̇cv. The latter is
defined as the product between the incoming mass flow rate and the standard chemical exergy
(in kJ/kg). The described calculation process was repeated considering hydrogen and methane
as inlet fuels. The equations were solved by means of the commercial Engineering Equation
Solver (EES) software package [41].
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The resulting outcomes are shown in Figure 5 (b). The calculated exergetic efficiencies demon-
strated that for a given thermal power output, hydrogen combustion process at λ '1.8, would
have the same exergetic efficiency as in the methane combustion process at λ =1.3, reinforcing
the idea of working at higher AFR levels in micromix burners. From Figure 5 (b) it can be con-
cluded that the lower entropy destruction (less irreversibilities) in the hydrogen/air combustion
process led to a higher exergetic efficiencies (about 9% higher) in the whole AFR range.
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Figure 5. Left: Exergetic efficiencies of micromix burner simulations. Right: Exergetic efficien-
cies and entropy generation rates for insulated ideal reactors considering H2 and CH4 combus-
tion thermodynamics.

As indicated, the exergetic efficiencies for fuel mixtures with 90%, 75% and 60% H2 concen-
trations in CH4, would be located between both results curves. It can be concluded that higher
hydrogen concentrations in the incoming fuel are beneficial for micromix burners, allowing
higher AFR levels with the consecutive emission reduction as demonstrated in Figure 3.

Summary/Conclusions

The present study lays the groundwork for future research into the usage of H2/CH4 mixtures in
micromix burners for industrial boilers. CFD simulations for varying hydrogen concentrations
(90, 75 and 60 %) and air-fuel ratios (λ =1.8 and 1.6) showed that jet penetration occurs for
hydrogen concentrations above 60 % in the fuel. Furthermore NOx formation increased sig-
nificantly for λ =1.6 due to the post-shear layer NOx formation phenomena. Concerning the
CO emissions, results at λ =1.6 showed lower concentrations than for λ =1.8 at 60%/H2, con-
cluding that the larger combustion zones at λ =1.6 favoured the CO oxidation process across
the flame. This CO reduction effect was reduced at 75%/H2 and dumped at 90%/H2. Hence,
reducing the AFR could be a good strategy to further reduce the CO emissions at H2-60% or
lower concentrations, as long as the limit of the low NOx is note exceeded. Nevertheless, this
would also reduce the fuel flexibility to work with higher hydrogen content in the fuel. Accord-
ingly, it was concluded that further burner optimisation is needed to reduce the CO emissions
keeping low NOx concentrations in a wider range of H2 concentrations.

Concerning the qualitative analysis for H2/Air and CH4/Air combustion processes in ideal reac-
tor control volumes, results showed higher efficiencies and lower entropy generation in H2/Air
combustion for different AFR levels. The results revealed that H2/Air ideal reactors at λ '1.8
would have the same exergetic efficiency as an ideal reactor of CH4/Air λ '1.3. Thus, the
use of higher AFR in micromix burners with respect to the well-characterised design points at
λ =1.3 in current natural gas burners, would not be a penalty from exergetic efficiency point of
view if fuels with high hydrogen content are employed.
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The paper qualitatively shows that exergy analysis could be a useful tool for future comparative
studies between natural gas and hydrogen burners. For that purpose, further numerical and
experimental studies are also needed to determine the exergetic efficiency of the whole system,
taking into account the air fan, air pre-heater, burner, combustion chamber and heat exchanger.
Similarly, further entropy production mechanisms such as the heat conduction, mass diffusion,
viscous dissipation or entropy diffusion, involved in the combustion physics of real flames
should be also considered.
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Abstract  

It is well known that the presence of residual gas can significantly slow down the adsorption 

stage of heat transformation cycles. This work addresses the dynamic effect of residual air for 

two ways of adsorption initiation: by a change of either pressure (PI) or temperature (TI). The 

effect was studied for the working pairs "AQSOA FAM-Z02 – water" and "LiCl/(silica gel) – 

methanol" proposed for adsorption heat transformation (AHT). The residual air pressure ΔPair 

was varied from 0 to 5 mbar.  

The main finding of this study is that the PI adsorption is less sensitive to the presence of 

residual air than the TI adsorption. This is especially true at a low partial air pressure ΔPair. 

For instance, at ΔPair  0.5 mbar, residual air has little or no effect on the PI adsorption 

dynamics as compared to the TI one. A qualitative explanation of this finding is proposed. 

Thereby, closed AHT cycles based on the PI process are more robust and resistant against the 

presence of residual air that is a significant practical advantage.  

Keywords: Adsorption dynamics, Residual air, Pressure initiation, Temperature initiation 

Introduction/Background 

Adsorption heat transformation (AHT) is an environmentally friendly way of converting and 

storing low-temperature heat from various sources, which attracts increasing attention [1, 2, 

3]. Indeed, AHT is based on reversible transitions between two adsorbent states with small 

and large adsorbate concentrations (weak w1 and rich w2 isosteres in Fig 1). The transition 

can be either isobaric, initiated by temperature change, TI (1-2 in Fig 1a), or isothermal, 

caused by drop/jump of pressure over adsorbent, PI (1-3 in Fig 1a; 1-4, 2-3 in Fig 1b). TI 

cycles are implemented in common AHT units driven by a temperature difference between 

the ambient and an external heat source [4]. PI cycles have mainly been proposed for 

adsorptive heat amplification, e.g., in a novel cycle “Heat from Cold” (HeCol) [5].  

The useful power of closed AHT systems mainly depends on the adsorption dynamics, which 

is determined by many factors [6]. One of the inhibiting factors is the presence of non-

adsorbable gases inside the AHT unit. The water adsorption from such binary mixtures can 

produce extra heat and mass transfer resistances, which can be quite large [7]. Commonly, 

the non-adsorbable gas is the air that can present inside the AHT unit due to leakage, 

desorption, or insufficient evacuation. Previous studies showed that even traces of residual air 

(ca. ΔPair = 0.02 mbar) could slow down the TI adsorption of water on flat adsorbent beds 

(monolayer configuration of silica Fuji RD, AQSOA FAM-Z02 [8] and composite SWS-1L 

[9]) and representative pieces of real "adsorber – heat exchanger" [10]. Slowing down of the 

adsorption was attributed to the gradual accumulation of air near the external adsorbent 

surface caused by a Stephan flux [11]. Because of this, “air pillow” adsorption became 

controlled by the diffusion of water molecules through this air layer. This effect was studied 

by mathematical modelling of water adsorption on the composite “CaCl2/silica gel” [12].  
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a b 

Fig 1. a - P-T diagram of TI and PI adsorption runs for the "FAM-Z02 – water" pair; b – P-T 

diagram of HeCol cycle for the " LiCl/silica – methanol" pair.  

The main novelty of this work is that the effect of residual air on the adsorption dynamics is 

studied for pressure initiation. Besides, both water and methanol are used as an adsorptive.  

Experimental 

Adsorption dynamics was investigated by LPJ and LTJ methods comprehensively described 

in [13]. The experimental set-up contained three main parts: a measuring cell (volume VMC = 

0.14∙10
-3

 m
3
), vapour vessel (volume VVV = 30.5∙10

-3
 m

3
) and evaporator filled with liquid 

water (Fig 2a). Loose grains of FAM-Z02 (mad = 0.31 g) or LiCl(26.5%)/silica (mad = 0.33 g) 

were placed on an isothermal surface of the metal plate as two flat layers (Fig 2b). The plate 

temperature was adjusted with the accuracy ±0.1°C using a heat carrier circuit coupled by 

three-way valves 3WV to either thermal bath 1 or 2 (Fig 2a).  

 

 

a b 

Fig 2. Schematics of the V-LTJ/LPJ experimental setup (a) [13] and adsorbent bed located on 

metal support (b).  

The temperature of the vapour vessel and all connecting pipelines was maintained at 50 ± 0.5 

°C by using the air bath oven. The vapour pressure was measured by an absolute pressure 

transducer MKS Baratron® type 626A (accuracy ±0.01 mbar).  

The adsorption dynamics was investigated for a flat adsorbent bed consisting of two layers of 

loose grains of 0.3-0.35 mm for FAM-Z02 and 0.4-0.5 mm for LiCl/silica. FAM-Z02 was 

studied for two sets of boundary conditions (TI run 12 and PI run 13, Fig 1a). The 

composite LiCl/silica was studied under typical conditions of the adsorption stage of the new 

HeCol cycle (23 in Fig 1b).  
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Before experiments, the entire system was evacuated, and the adsorbent was regenerated at 

90 °C under continuous pumping. Then the temperature of the adsorbent was changed to the 

initial value, and the system was filled with vapour from the evaporator until the adsorbent 

reached a desired equilibrium state. The adsorption was initiated by fast temperature (TI) or 

pressure change (PI). The TI process was performed by rotating 3WV valves (Fig 2a). During 

this experiment, FAM-Z02 grains were subjected to the temperature change from T1 = 50 °C 

to T2 = 40 °C at the water vapour pressure P1 = 8.8 mbar (1-2 in Fig 1a). PI tests were as 

follows: the measuring cell was disconnected from the system by the gate valve (VMC, Fig 

2a). The buffering vessel was degassed and then filled with water vapour from the evaporator 

until desirable pressure was reached. Before starting adsorption runs, the measuring cell was 

connected to the buffering vessel, which led to a rapid change of the water pressure over the 

adsorbent. During PI runs, FAM-Z02 was located on the metal plate maintained at T1 = 50°C, 

and the pressure was jumped from P1 = 8.8 mbar up to P3 = 16.0 mbar (1-3 in Fig 1a). 

Methanol adsorption on LiCl/silica was initiated by the methanol pressure jump from 30.8 to 

72.8 mbar at a constant plate temperature of 35 °C (2-3 in Fig 1b). For studying the effect of 

residual air, a certain amount of air was added inside the measuring cell so that its partial 

pressure ΔPair varied from 0.1 to 5.0 mbar.  

Water adsorption causes small reduction of the water vapour pressure ΔP(t) = P(t = 0) – P(t) 

that can be recalculated into the dimensionless water uptake: 

χ = w(t)/Δw = (P(t = 0) – P(t))/(P(t=0) – P(t→∞)).   (1) 

The accumulated error in the absolute water loading was lower than ±10
-3

 kg/kg, which leads 

to the accuracy of the differential water loading w(t) equal to ±3%. 

Discussion and Results 

Adsorption of water on FAM-Z02 

TI initiation. Even a small pressure of residual air dramatically decelerates water adsorption 

(Fig 3a). At ΔPair = 0.1 mbar, the characteristic time τ0.8 corresponding to 80% conversion 

becomes 1.5 times longer. At ΔPair ≥ 0.5 mbar, this time increases as τ0.8 [s] = A + B∙ΔPair 

[mbar] = 301 + (548 ± 19)∙ΔPair [mbar] (Fig 4). The slope B is close to that found in [8] for a 

monolayer of FAM-Z02 grains and in [10] for FAM-Z02 loose grains embedded in a real 

heat exchanger (Fig 4). This may indicate the same mechanism of the adsorption deceleration 

by residual air: due to the Stephan flux, the air is effectively swept to the external surface of 

an adsorbent grain, where it accumulates as an air-rich layer. The adsorption may then be 

controlled by the vapour diffusion through this layer. This process is slower compared with 

the adsorption controlled by inter- or intra-particle heat and mass transfer resistances typical 

for adsorption of pure vapour. The air layer thickness seems to be not dependent whether on 

the bed configuration nor the fact that the grains are inside the heat exchanger. A dramatic 

drop in the initial adsorption rate by a factor of ten at ΔPair ≥ 2 mbar can indicate that the 

amount of residual air is sufficient to block access of water vapour to the internal adsorbent 

surface.  

The characteristic time τ0.8 allows estimating the specific power generated at 80% conversion 

as W0.8 = 0.8∙ΔH∙Δw/τ0.8, where ΔH = 3240 J/g is the heat of water adsorption on FAM-Z02 

[14], Δw = w2 – w1 = 0.12 g/g is the mass of water adsorbed. The value of W0.8 significantly 

drops down from 1.2 kW/kg at ΔPair = 0 mbar to 0.1 kW/kg at ΔPair = 5 mbar (Fig 4). 
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a b 

Fig 3. Kinetic curves of the TI (a) and PI (b) adsorption of water on FAM-Z02 depending on 

the residual air pressure ΔPair: 0 (■), 0.1 (●), 0.5 (▲), 1 (▼), 2 (◄) and 5 (►) mbar. 

 

Fig 4. Characteristic time τ0.8 and specific power W0.8 vs. air pressure ΔPair for TI (■) and PI 

(●) water adsorption on FAM-Z02. The dashed lines present the linear approximation. 

Literature data for TI adsorption on FAM-Z02: ▲ - monolayer of 0.8-0.9 mm grains [8], ▼ – 

loose grains inside the real heat exchanger [10].  

PI initiation. At the air pressure lower than 0.5 mbar, almost no deceleration of the water 

adsorption is observed (Fig 3b). The characteristic time is almost constant and equal to that in 

pure vapour (310 ± 20 s). At ΔPair ≥ 1.0 mbar, the linear dependence τ0.8 [s] = 434 + (399 ± 

18)∙ΔPair [mbar] is observed (Fig 4). The specific power W0.8 decreases only slightly by some 

15% - from 1.1 kW/kg to 0.95 kW/kg when ΔPair rises to 0.5 mbar.  

Thus, the residual air has a much smaller deceleration effect on the PI adsorption than on the 

TI one occurring between the same isosteric lines, as shown in Fig 1a. At low air pressure, 

there is little to no effect on the adsorption dynamics. At a higher air partial pressure, the 

characteristic time τ0.8 linearly increases, but the slope B is smaller than for the TI adsorption 

(Fig 4). Thereby, the main finding of this study is that the PI adsorption is much less sensitive 

to the presence of residual air than the TI adsorption. Hence, closed AHT cycles based on PI 

processes are more robust and resistant against air traces that is a very important advantage 

from the practical point of view.  

The lesser sensitivity of the PI adsorption to the air presence can be attributed to  
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- higher water vapour pressure (16.0 mbar during the PI process vs. 8.8 mbar during the TI 

one). For this reason, more molecules of water have time to adsorb before the air-rich layer 

is formed around grains due to the Stephan flux; 

- during the PI process, all the grains start adsorbing water immediately after the pressure 

jump, and a thin “air pillow” is formed around every adsorbent grain (Fig 5a). On the 

contrary, right after the drop of the metal plate temperature (TI process), only grains near 

the cold plate start adsorbing water (Fig 5b). Thus, residual air is concentrated mainly near 

these grains. As a result, the air-rich layer is thicker than for the PI process, which slows 

down the TI adsorption more strongly (Fig 5). 

  

       a b 

Fig 5. Schematics of the formation of the air-rich layer around adsorbent grains during the PI 

(a) and TI (b) adsorption.  

PI adsorption of methanol on the composite LiCl/silica 
The PI adsorption of methanol is studied under conditions of the adsorption stage of the novel 

HeCol cycle (Fig. 1b) with the temperatures of condensation TL = -25 °C, evaporation/ 

desorption TM = 10 °C, and adsorption TH = 35 °C. In this cycle, the adsorbent exchanges as 

much as 0.64 [g methanol/g adsorbent].  

  

       a b 

Fig 6. a – Kinetic curves of the PI methanol adsorption on LiCl/silica at various air pressure 

ΔPair. Solid line – exponential approximation χ = 1 – exp(-t/τ); b – characteristic time τ0.8 vs. 

residual air pressure ΔPair. The dashed line is the linear approximation. 
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An initial part of the uptake curves can be approximated by an exponential function χ = 1 – 

exp(-t/τ) (Fig 6a). The residual air slightly slows down the methanol adsorption even at ΔPair 

= 0.1 mbar (Fig 6a), and this effect becomes stronger at larger air pressure. At ΔPair < 0.4 

mbar, the adsorption rate reduction is relatively small and significantly increases at larger 

pressure. At ΔPair  0.5, the time τ0.8 rises linearly as τ0.8 [s] = 608 + (378 ± 16)∙ΔPair [mbar] 

(Fig 6b). Such behaviour is similar to the PI adsorption of water on FAM-Z02 (Fig 4) and can 

be attributed to the formation of an air-rich layer near the external grain surface. This layer 

hinders both heat and mass transfer and decelerates the methanol adsorption in the same way 

as water adsorption.  

Summary/Conclusions  

In many industrial systems such as steam power plants, seawater desalination units, ab- and 

adsorption chillers, even small traces of air in mixture with steam may lead to a significant 

reduction in the adsorption or condensation rate. The majority of adsorptive cycles for heat 

conversion are initiated by a drop in heat transfer fluid temperature (so-called temperature-

initiation, TI). This paper addresses the effect of residual air on dynamics of adsorption initiated 

by a jump of adsorptive pressure over the adsorbent (so-called pressure-initiation, PI). The 

latter is mainly used in adsorptive cycles for heat amplification. This effect is studied for 

water adsorption on aluminophosphate AQSOA-FAM-Z02 and methanol sorption on the 

composite LiCl/silica.  

It is found that at ΔPair ≤ 0.5 mbar, the PI adsorption of water is only slightly affected by the 

presence of residual air. Much stronger deceleration is found for the TI adsorption even at 

ΔPair as low as 0.1 mbar. The slowing down of the adsorption process is due to effective air 

sweeping to the external surface of the adsorbent grains, where it accumulates as an air-rich 

layer. The vapour adsorption may then become controlled by the vapour diffusion through 

this layer. This process is relatively slow compared with the adsorption process controlled by 

inter- or/and intraparticle heat and mass transfer resistances typical for adsorption of pure 

vapour. At ΔPair ≥ 0.5 mbar, characteristic time τ0.8 increases as τ0.8 [s] = A + B∙ΔPair [mbar], 

where B = (548 ± 19) and (399 ± 18) [s/mbar] for TI and PI processes, respectively. A similar 

deceleration was found for PI adsorption of methanol on LiCl/silica under typical conditions 

of the novel HeCol cycle: at ΔPair ≥ 0.5 mbar, the time τ0.8 rises as τ0.8 [s] = 608 + (378 ± 

16)∙ΔPair [mbar].  

The main finding of this study is that the PI adsorption is much less sensitive to the presence 

of residual air than the TI one. This is especially true at a low air partial pressure ΔPair. The 

weaker sensitivity of the PI adsorption to the air presence can be attributed to (i) higher water 

vapour pressure for the PI process and (ii) the fact that all the grains start adsorbing water 

right after the pressure jump, and a thin air-rich layer is formed around every adsorbent grain. 

For TI adsorption, only grains near the cold plate start adsorbing water right after the drop of 

the metal plate temperature. Thus, residual air is concentrated mainly near these grains, and 

the formed air layer is thicker, which slows down the TI adsorption more strongly (Fig 5).  

To sum, closed AHT cycles based on the PI process are more robust and resistant against the 

presence of traces of residual air that can be a significant practical advantage. 
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Abstract 

This study shows the development of a latent heat storage for industrial application based on 

adipic acid – graphite composite. The system aims at providing low pressure steam (up to 

140oC) whilst the system is charged with medium pressure steam (160oC and higher). Small 

scale testing has been done together with model calculations and subsequent measurements of 

thermal parameters, in order to predict the prototype performance. A good correlation between 

model calculations and small-scale measurements was found, yielding an estimated 

charging/discharging time of one hour for 10K driving force. 

 

Keywords: Latent heat, PCM, storage, industrial application. 

 

Introduction/Background 

80% of the energy use in the industry sector is as heat. Currently, this heat is mostly provided 

for by using natural gas. Electrification is considered as one of the main paths towards a CO2-

neutral industry. However, as electricity production from renewable such as wind and solar 

will have a transient character, a need for heat storage for industrial processes can be expected 

in the future. Such a heat storage can provide both the heat for the industrial process as well as 

generate electricity, e.g. using steam cycles or ORC, in times of scarcity. For this purpose, high 

temperature latent heat storage is being developed at TNO, and a prototype has been designed 

and build. This prototype aims at storing 15MJ of heat using adipic acid as phase change 

material. The adipic acid has a melting temperature of 151oC and can be charged using steam. 

During discharge, water is circulated to produce steam. Aim is to have a charge and discharge 

times of less than 1 hour for temperatures of 170oC (charge) and 130oC (discharge). Model 

calculations together with small-tube testing and material testing have been used to estimate 

the performance of the prototype. This paper describes the prototype design, the measurements, 

and the model calculations. 

 

Prototype description 

The prototype heat storage system, shown in Figure 1, consists of a pressure vessel containing 19 

tubes of 2m length and 51mm outer diameter, each filled with 3.5kg of adipic acid – graphite 

composite. The tubes are wetted via a custom-made header when using the pump during the 

discharge phase. During the charge phase, steam will condense on the tubes so there is no need 

for active water circulation whereas upon discharge, the wetting is necessary to extract the heat 

from the tubes efficiently. At the top of the system, a steam line is connected to a steam boiler and 

condenser. A flowmeter is placed in the steam line to measure the amount of steam flowing 

into/out of the prototype system during respectively the charge and discharge phase. Temperature 

sensors have been placed in the pressure vessel and centred, 15cm from the top and bottom, in 

two of the 19 tubes to follow the progress of the charging and discharging phase. 
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Figure 1. On the left and middle, a drawing of the prototype PCM storage system, on the right a picture of the prototype 

unit at TNO’s Carnot Lab facility. 

 

Material characterisation and small-tube test installation 

DSC measurement 

A NETZSCH DSC 204F1 has been used for repeatedly measuring the (latent) heat changes of a 

sample of 25.3mg of adipic acid-graphite composite. A scan-speed of 1.0Kmin-1 in the 

temperature range of 135oC to 160oC was applied for 46 cycles, each consisting of melting and 

solidification of the composite material. The purpose of this measurement was to establish the 

cyclic stability of the composite and to confirm the absence over superheating and/or supercooling 

effects. 
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Thermal conductivity measurement 

The thermal conductivity of the adipic acid-graphite composite has been determined using a light 

flash analyser. A Netzsch LFA 467 was used to determine the thermal conductivity. Based on the 

measured thermal diffusivity and heat capacity together with the sample density, the thermal 

conductivity was determined. Four samples with an average thickness of 3mm were measured in 

10K temperature steps over a temperature interval 30oC to 140oC. Reference samples of graphite 

and Pyroceram were used to verify the accuracy of the measured thermal diffusivity and heat 

capacity values. 

 

Small-tube test method 

Two tubes with 51mm diameter and 150mm height have been filled with 113.9g and 128.9g of 

the adipic acid – graphite composite. A thermocouple is placed in the centre of the tube to monitor 

the inner temperature. The tubes are placed in a Julabo type F25 thermally controlled bath filled 

with Silicon oil (type SIL 300) as shown in Figure 2. 

 

    

Figure 2. Picture of the small-tube test setup: left three tubes ready for placement in the Julabo thermostatic bath, 

right: all tubes placed and connected to data-logger. 

 

Model description 

Model comprises of a 1D-structure of multiple cells as shown in Figure 3. The model uses a 

temperature on the outside of the tube as input parameter. The heat transfer is calculated from the 

temperature differences between the cells and the boundary using the cells dimensions (i.e. length, 

volume, surface area, mass, heat capacity) and its heat transfer properties. The latter consists of 

the thermal conductivity for the internal transfer and a combined heat transfer coefficient and 

thermal conductivity of the outer cell containing the PCM-graphite composite.  
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Figure 3. Schematic representation of the model. Cell 0 represents the heat transfer medium and uses a given (input) 

temperature whereas cells 1 to i represent the composite material and their temperatures result from the cell properties 

and the temperature set in Cell 0. The heat transfer from Cell 0 to Cell 1 includes the heat transfer coefficient required 

to transfer heat from the heat transfer medium to the tube to the composite material. 

 

The model calculation starts by determining the temperature differences between the cells. The 

heat transfer resulting from this temperature difference is calculated using the thermal 

conductivity of the composite material and the spatial parameters of the cells: 

 

 

𝑄i,i+1 =
𝜆 ∙ (𝑇i − 𝑇i+1) ∙ 𝐴i,i+1 ∙ 𝑑𝑡

𝑑𝑥i,i+1
 

Where: 

Qi,i+1 heat transferred from cell i to cell i+1 (J); 

 thermal conductivity of composite material (Wm-1K-1); 

Ti temperature in cell i (K); 

Ti+1 temperature in cell i+1 (K); 

Ai,i+1 surface area between cell i and cell i+1 (m2); 

dt timestep set in the model (s); 

dxi,i+1 distance between centres of cell i and cell i+1 (m). 

 

For the heat transfer from the outer cell to/from the heat transfer medium, the heat transfer 

combines the heat transfer coefficient and the thermal conductivity as follows:  

 

𝑄0,1= 
(𝑇0 − 𝑇1)∙𝐴0,1∙ 𝑑𝑡

 
1
𝛼

+
𝑑𝑥0,1

𝜆

 

Where: 

Q1,2 heat transfer from heat transfer medium (cell 0) to the outer cell (cell 1) of the composite 

material (J); 

T0 temperature of the heat transfer medium (K); 

T1 temperature of the outer cell of the composite material (K); 

A0,1 surface area of outer tube (m2); 

 heat transfer coefficient (Wm-2K-1); 

dx0,1 distance from centre of outer cell to outer tube (=half the length of cell 1). 

 

Cell 0 Cell 1 Cell 2 Cell … Cell i 
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The final calculation step is to determine the new temperature for each cell based on the original 

temperature and the heat flowing in and out of the cell: 

 

𝑇i(𝑡 + 𝑑𝑡) = 𝑇i(𝑡) +
𝑄i−1,i − 𝑄i,i+1

𝑚i ∙ 𝐶𝑝i
 

 

Where: 

Ti (t+dt) temperature of cell i at time t + dt (K); 

Ti (t)  temperature of cell i at time t (K); 

Qi-1,i  heat transfer into cell i (J); 

Qi,i+1  heat transfer out of cell i (J); 

mi  mass of cell i (g); 

Cpi  heat capacity of material in cell i (J g-1K-1) 

 

Please note a temperature-dependent heat capacity is used. To implement the phase change, a 

temperature interval has been assumed over which the phase change takes place, resulting in an 

apparent heat capacity for this temperature interval, Cpint: 

 

𝐶𝑝int =
∆𝐻melt

𝑇int
+ 0.5 ∙ (𝐶𝑝liq + 𝐶𝑝sol) 

Where: 

Cpint apparent heat capacity over the phase change temperature interval (J g-1K-1); 

Hmelt melting enthalpy of composite material (J g-1); 

Tint temperature interval for phase change (K); 

Cpliq heat capacity of composite material in liquid phase (J g-1K-1); 

Cpsol heat capacity of composite material in solid phase (J g-1K-1); 

 

The model assumes an initial temperature for heat transfer medium and the composite material to 

be equal at t=0. The next temperature of the heat transfer medium is either set or read from a file. 

The latter allows to do vary the temperature of the heat transfer medium whereas otherwise the 

heat transfer medium temperature remains constant at set value. For the analysis of the small-test 

tube setup, the measured oil temperature has been used as input for the model calculation.  

 

Results and discussion 

PCM stability testing 

Figure 4 shows the DSC diagram of the composite material over 46 cycles. The red line shows 

the first cycle and the green line the last cycle. It can be seen there is a shift in melting temperature 

off-set towards a lower temperature, but this effect seems minor, and no change is observed in 

solidification off-set temperature. Overall, the composite material is considered to be stable over 

the 46 cycles. 
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Figure 4. DSC diagram of 46 cycles on adipic acid – graphite composite 

 

Thermal conductivity 

Figure 5 shows the thermal conductivity of four samples taken from a test tube. Two of the 

samples were taken from the top of this tube and two were taken from the bottom to verify the 

homogeneity of the sample. The results show a thermal conductivity value that reduces from about 

4.8Wm-1K-1 at 40oC to 4.3Wm-1K-1 at 130oC, considerably higher than the 0.8Wm-1K-1 reported 

for adipic acid without graphite present [1]. After this, the value rises sharply again. This might 

be due to the closeness to the melting point of the material. 

 

Figure 5. Thermal conductivity of 4 samples of adipic acid – graphite composite as a function of temperature 
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Small tube testing 

Figure 6 shows the measured (set) oil temperatures and the (responding) adipic acid – graphite 

composite temperatures in centre of tube as a function of cycling time for temperature intervals at 

170oC, 130oC, 160oC and 140oC respectively followed by a temperature rise with a constant 

heating rate of +0.5Kmin-1 to an oil temperature 170oC, and a temperature drop at a constant 

cooling rate of -0.5Kmin-1 to an oil temperature of 130oC. 

 

 

Figure 6. 5 cycles of small tube testing with centre tube and oil temperatures as a function of time with each cycle 

starting at t=0. 

 

Model calculations 

Table 1 shows the main input parameters for the model calculations. Figure 7 shows the measured 

sample temperatures together with the model values as a function of time. These model 

calculations were done with optimized values for the heat transfer coefficients. The heat transfer 

coefficients have been optimized by minimizing the difference between measured tube 

temperature and the modelled value. Surprisingly, the optimal heat transfer coefficient for the 

liquid phase is considerably lower (270Wm-2K-1) than for the solid phase (530Wm-2K-1). This is 

quite opposite expectations as the liquid was expected to make better contact with the wall rather 

than worse. A possible explanation, albeit not most likely, is that the melting material fills up 

cavities left upon solidification of the composite material given that the density of the solid is 

higher than of the liquid. Destructive analysis of the tubes could provide some insights into this 

phenomenon. This and other explanations are currently investigated. 
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Table 1. Input parameters model calculations 

dimensions heat transfer properties model parameters 

diameter 48mm  4.33Wm-1K-1 dt 1s 

A 1507mm2 liq 270Wm-2K-1 number of cells 10 

ρliq 1.2∙106gm-3  sol 530Wm-2K-1 dx 2.4mm 

ρsol 1.5∙106gm-3 Cpliq 2.1Jg-1K-1 Tint 1K 

  Cpsol 2.1Jg-1K-1   

  Hmelt 210Jg-1   

 

 

Figure 7. Modelled and measured temperatures as a function of time with the oil temperature as input parameter for 

the model with cell1 to cell10 (= inner cell) represent the composite material from the wall to the centre. The thick 

orange line is the average of the two sample tubes measured centre temperature. 

 

Conclusions  

Cyclic stability of the adipic acid – graphite composite is shown in repeated DSC measurements 

and this has been confirmed in small-tube tests where five repeated temperature cycles, each with 

6 phase changes. The thermal conductivity measurements showed significantly increased thermal 

conductivity of the composite compared to pure adipic acid. Using this and other input parameters, 

a good correlation is found between the model calculations and the temperature measurements in 

the centre of the tubes containing the composite material. Remarkably, the heat transfer 

coefficients for solid and liquid phase differ considerably, nearly a factor 2. Further investigation 

into this phenomenon is needed to understand the mechanisms causing this effect. Possible causes 

include cavity formation affecting thermal transfer behaviour, some sort of impact on temperature 
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measurement/contact with composite material and/or the influence of the bottom of tube on the 

heat flow, which is currently not included in the model calculations.  

Overall, the charge and discharge times (time for respectively melting and solidification) 

measured in the tube tests are within one hour for temperature difference of 10K or more. This is 

within the set target for the industrial application. It is expected that these times will be reduced 

when steam is used as heat transfer medium instead of thermal oil as the heat transfer coefficients 

for steam are significantly higher than those of oil [2]. Given the prototype has arrived in the lab, 

results from the prototype system using steam are expected soon. 
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Abstract 

Although attractive for their environment-friendly characteristics, adsorption chillers struggle 
to penetrate the market because of the unattractive trade-off between cost and performance. 
While the increase of performance has been the primary objective of a large body of research, 
its link to the cost of manufacturing remains unclarified. The scope of this study is to assess a 
benchmark cost of manufacturing along with an end-user price for commercial silica gel 
adsorption chillers. The analysis takes into account indirect, direct and production costs. The 
selling price of the technology results in €1030.25 per kW of cooling capacity. Additionally, a 
sensitivity analysis of the most important parameters affecting the price highlights that the 
profit can be boosted by 75% compared to the base profit, when the minimum annual selling 
volume is 384 units. From the profitability viewpoint, this study finds that the economic 
sustainability of silica gel adsorption chillers depends on the market volume and on the 
achievement of a minimum set of performance. 

Keywords: Adsorption chiller, cost, price, Cost-Volume-Profit analysis, Profitability analysis. 
 

Introduction 
Climate change is projected to cost humanity €1.61 trillion annually by the end of the 21st 
century [1]. According to the International Energy Agency, as the planet warms, the global air 
conditioner stock will rise to 275 million units in the European Union alone by 2050. These 
forecasts should favour the widespread use of heat driven cooling solutions such as adsorption 
chillers. In fact, when comparing adsorption chillers of 8 kW cooling capacity to conventional 
compression chillers, 8.7 tons of CO2 emissions can be avoided annually and a household 
consumer can save nearly €36.5k in electricity bills over a 10 year period [2]. As an additional 
benefit, being a heat driven technology, adsorption chillers enable the utilization of waste 
energy [3]. However, the technology is still, in practice, confined to a market niche and has not 
met the expectations yet. A key reason for scepticism of the technology is the profitability of 
the business, given the current low performance of the technology. A limited number of 
approximate values of cost have been disclosed and refer mostly to adsorption desalination 
rather than cooling. According to [4], €88.5k is the cost of ownership for a 24t silica-gel 
adsorption desalination unit. This is equivalent to an adsorption chiller with 402kW of cooling 
power resulting in a capital cost of ~€220 per kW of cooling. In [5], the same authors report a 
value of ~€330 per kW of cooling, aligned with the capital cost of €314 per kW of cooling [6] 
for a single stage absorption chillers. Finally, [7] assumes €13k for an adsorption unit with 
8kW of cooling power, resulting in ~€1625 per kW of cooling. The large discrepancy between 
values is due to the capital cost not being the only contributor to the selling price (or cost of 
ownership). Previous work has exclusively focused on enhancing the performance of the 
adsorption chiller[8–12], neglecting to examine whether the utilization of advanced technical 
solutions would be beneficial or detrimental for enabling adsorption chillers to establish a 
competitive presence in the market, which ultimately depends on the selling price. 
Commercialization of adsorption chiller using silica gel and water was first attempted in the 
1980s [13]. Today, commercial units are available from companies such as FAHRENHEIT 
(Germany) [2];SOLABCOOL (Netherlands) [14]; AYEKAWA (Australia) [15] and Bry-Air 
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(India) [16]. However, the adsorption chiller market remains a niche. Many factors prevent 
their wide-scale application, including inferior performance and high initial investment. There 
is a lack of awareness on how technical and economic factors link together and can lead to a 
profitable business. In all previous insights, the manufacturing cost is given as a lump value, 
without detailing its composing factors. This investigation is the first of its kind and breaks 
down all the costs of manufacturing a commercial adsorption chiller. Additionally, the analysis 
takes into account the profit, in order to reach an end-user price and isolate the main 
contributors to the final price. A sensitivity analysis is carried out to identify cost drivers of the 
business and optimise its profitability. 
 

Description of the system 

There are two types of design followed by commercial adsorption chiller units. The main 
feature of the first type (Fig.1a) consist in two separate vessels that use the same heat exchanger 
for evaporation and condensation. This design option is chosen to have a low overall 
manufacturing cost [17] and is currently used in units such as those commercialised by 
FAHRENHEIT [2]. Other design details can be found elsewhere [18]. The main feature of the 
second design option is the presence of 4 vessels with individual heat exchangers in each vessel 
[19]. Along with the 4 vessels, this second design (Fig.1b) requires four expensive vacuum 
valves which can drive up the overall cost of the unit and ultimately its final price [19]. 
Consequently, this study focuses on the first design type. 
 

(a) (b) 

Figure 1: Block flow diagrams of the adsorption chiller design options. (a): Two-vessels 
adsorption chiller (analysed in this study); (b) Four-vessels adsorption Chiller. 

 

Tools and data on materials and manufacturing 

When reliable data on the equipment design and technical specifications are available, a class 
3 estimate [20] can be achieved. Table 1 reports the source of the data. Whenever there was a 
need to fill information gaps, data were complemented by quotations received by the Emerging 
Sustainable Technologies Lab (ESTech Lab) at The University of Edinburgh [21]. However, 
the utilization of laboratory quotations was kept at the minimum, aware that quotations on large 
volumes benefit from scale economy. Adsorption chillers must follow strict manufacturing 
standards due to the need to preserve vacuum pressures over extended periods of time. 
Typically, the vacuum level should not cross a limiting pressure that is too detrimental to the 
efficiency of the device. For this reason, vacuum is usually restored after one year of operation. 
Adsorption chillers are currently manufactured using metal materials that require laborious 
operation and skilled labour [22], especially for gas tungsten arc welding [23,24]. However, 
recent studies have demonstrated that 3D printing can produce a vacuum tight parts [22]. This 
would enable lower raw material cost, more affordable labour, and freedom to investigate 
geometries that cannot be realized with traditional manufacturing. 
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Table1: References used for costing 

Contributor Ref Contributor Ref 

Adsorption material [25] Materials overhead 

Indirect Labour 

Full time engineer 

[26] 

Sheet metal [27] 

Control unit [21,28,29] 

Hydraulic unit [21,30–33]  TIG welding [23,24,34,35] 
 

The manufacturing cost analysis uses CALC4XL (Hamburg, Germany) [26], a tool based on a 
transparent and accurate bottom-up costing approach that specifies and quantifies all 
components of a specific product. The estimate ends after identification of all direct or indirect 
contributors to the cost of each component that has an effect on the final selling price. 
CALC4XL has an extensive and reliable database specifically designed for industry that 
includes costs such as cost of labour for a number of manufacturing processes, the cost of raw 
material, overheads depending on the specific industry etc. 
 

The effect of the system performance on the manufacturing cost 

Specific cooling power (SCP) and Coefficient of Performance (COP) are two chief 
performance indicators in adsorption cooling. A significant body of research aims at improving 
both SCP and COP. However, higher SCPs and COPs are in most of the cases enabled by more 
expensive advanced technical solutions. An exemplar case concerns novel adsorption 
materials, for which a marginal increase of performance can cause a significant increase of 
material price. The adoption of more efficient novel solutions should be assessed within a 
framework that considers the whole problem from material to market. The determination of the 
technology manufacturing cost is the fundamental cornerstone enabling a material to market 
assessment. Due to its wide use, the present analysis focuses solely on silica-gel adsorption 
chillers. Nevertheless, this choice does not reduce the complexity of the analysis since several 
different silica-gel chillers have been tested in the past showing large discrepancies in SCP and 
COP due to different internal heat and mass transfer patterns. Table 2 compares the maximum 
SCP and maximum COP achieved in a number of lab- or pilot-scale adsorption chillers. 
 

Table2: Maximum SCP and COP achieved in different silica-gel adsorption chillers and 
consequent total cost of the heat exchangers.  

SCPmax 
[W kg-1] 

COPmax 
Silica-gel for 8 kW 

cooling power 
[kgsilica-gel] 

Silica-gel 
total cost 1 

[€] 

Adsorber Heat 
transfer surface 

area 2 
[m2] 

Total cost of 
Adsorber 

Heat Exchangers 
[€] 

Ref 

146 0.51 55 440 102 2541 [36] 
168 0.60 48 384 89 2214 [12] 
111 0.50 72 576 134 3348 [11] 
250 0.64 32 256 60 1488 [10] 
113 0.45 71 568 132 3292 [9] 
181 N/A 44 352 82 2050 [8] 
70 0.23 114 912 210 5250 [37] 

106 0.30 75 600 140 3497 [38] 
300 0.72 27 216 50 1240 [39] 

Note: 
1 the silica gel price is €8 per kg [40] 
2 1.84 m2 per each kilogram of silica-gel grains is assumed [41,42] 
3 €25 per m2 of adsorber heat transfer surface area as suggested in [43] 
 

SCP and COP affect heat power of each heat exchanger in the unit according to the following 
relations: 
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������ = �1 + �
��� ���         (1) 

���� = ���
��           (2) 

Where SCondP is the condensing power per kg of silica-gel [W kg-1] and SAHP is the adsorber 
heating power per kg of silica-gel [W kg-1]. Each power correlates proportionally with the heat 
transfer surface area that in turn decides on the dimension of the vessels. Sapienza et al. 
recommended a minimum of 1.84 m2 for each kilogram of silica-gel grains under the condition 
of mass of heat exchanger/mass of adsorbent ratio of 1 [41,42] and other experimentations 
reported in Table 2 have shown values ranging between 1.85 m2 to 1.88 m2 per kilogram of 
silica-gel grains. In previous studies with a research focus on economics of adsorption chillers 
and heat pumps, have estimated a cost of €25 per m2 of adsorber heat transfer surface area [43]. 
The analysis presented here is performed by assuming the best SCP in Table 2 that is 300 W 
kg-1. SCP and COP allow the definition of the specific powers of each heat exchanger according 
to the following: 
 

SCondP = (1 + COP) SAHP         (3) 
SCP = COP x SAHP          (4) 
SCondP + SCP = (1 + 2 COP) SAHP       (5) 
 

From Eq. (5), the heat transfer surface area of condenser and evaporator is proportional to the 
heat transfer surface area of the adsorber by a factor of (1 + 2 COP). At COP = 1 (maximum 
theoretical COP), the heat transfer surface area of the evaporator is equivalent to the adsorber, 
while the condenser features a heat transfer surface area twice the adsorber. This is the 
condition requiring the largest set of heat transfer surface areas in both condenser and 
evaporator. In the design focused by this study, evaporator and condenser are integrated. 
Therefore, the maximum between the two (twice the surface area of the adsorber) is taken as 
heat transfer surface area of the integrated evaporator/condenser heat exchanger. 
 

Example: cost of manufacturing of an 8kW adsorption chiller  

The analysis of the cost of manufacturing and consequently selling price is first applied to the 
case of an adsorption chiller able to supply a maximum of 8kW cooling power. However, by 
the end of the analysis, the results can be generalised by referring to a specific cost defined as 
the cost per kilowatt of cooling effect. This facilitates the application of the analysis outcomes 
to different cooling powers. The approach can be particularly useful when the chiller results 
from the assembly of modular sub-units.  
Firstly, the costing process requires the identification of the type of industry, and of the scale 
of the business. Because the scale or size of a particular business is sensitive to overheads and 
rate per hour, it is therefore critical to choose based on a realistic scale that reflects the business 
throughput. A medium size business in metalwork industry with a moderate number of 
employees was assumed to reflect the current dimension of a typical adsorption chiller 
business. Secondly, the direct materials and indirect materials must be listed. Direct materials 
include components such as the cost of adsorption material, as well as the hydraulics and the 
controls. These costs were adapted from quotations received due to the construction of an 
adsorption chiller in the ESTech Lab [44]. The indirect material cost is estimated by CALC4XL 
for the type and size of business, resulting in overheads equivalent to 1.94% of the total cost of 
raw materials and purchased components [26]. Furthermore, the labour is subdivided into direct 
and indirect labour. The production of one adsorption chiller requires Tungsten Inert Gas (TIG) 
welding. TIG welding is a process often used to weld stainless steel semifinished products, 
which are crucial to produce vacuum tight vessels and feedthroughs meeting the standard 
vacuum leak rate of 10-6 Pa m3 s-1. The TIG welding cost calculation is in Table 3. 
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Table3: Process costing of TIG welding  
Calculation steps Description Ref 
1. Selection of welding 
approach 
2. Assume whether labour 
is full-time or on-demand. 

TIG welding is suitable for vacuum tight welds. 
 
We have assumed this job is on demand and based on hourly 
rate of a skilled welder. This because hiring full time skilled 
welder can increase the selling price. 

[23,24] 

3. TIG welding database This database assigns the necessary values to calculate a cycle 
time for TIG welding. 

[45] 

4. Welding cycle time Estimation of the time needed to weld parts of one adsorption 
chiller (assumed at 1 hour in this study). 

[35] 

5. Obtained Machine cost, 
operator rate. 

Machine cost is approximately €11 per hours and the Operator 
rate per hour is €100. 

[26] 

 

A second labour cost arises from the costs of building the adsorption chiller. This includes the 
design and commissioning of the machine, post-processing such as cleaning the vessels, 
assembling and packing. We assume these tasks are accomplished by a full-time skilled 
engineer in a time frame of 30 days. There might be more people taking part to some of the 
operations, in reality. The assumption of a lumped skilled workforce takes into account the 
overall cost of all people involved. This part of the analysis relies on the extensive and precise 
database of labour wages based on skill level for specific manufacturing process and industry 
sector in CALC4XL. According to CALC4XL database, a skilled worker in metal industry 
should earn around €15.5 per hour, corresponding to €2471 every month of productive work. 
In addition, 7.6% of the total cost of the production were costed as standard production 
overhead (indirect labour costs), following the recommendation of CALC4XL database. Fig. 
2 summarizes the hierarchy of costs and their values, showing a manufacturing cost of €6932. 
The identified cost of manufacturing is not yet the selling price which depends on profit (as 
percentage of the final price). For a moderate profit gains, CALC4XL database suggests a 
contribution margin of 30% of the selling price that corresponds to a profit margin of €1316 
(19% of the sale price). Using these assumptions, CALC4XL determined the contribution 
margin ratio Cm to be 0.3. The selling price is the sum of the manufacturing cost and the profit 
margin which totals €8242. 
 

 
Figure 2: The hierarchy of the contributors to the manufacturing cost and selling price of an 

adsorption chiller with maximum cooling power of 8 kW. 
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Cost-Volume-Profit analysis 

A Cost-Volume-Profit (CVP) analysis can reveal the profitability of a business over period of 
time [46]. In general, the CVP analysis is conducted by all businesses to forecast the profit and 
to calculate the minimum units to be sold to start earning a positive income. In addition, it is a 
crucial step to evaluate at early stage of process costing the hidden costs that might become 
irrelevant after a certain production volume. The CVP analysis starts from the calculation of 
the variable cost V from the selling price S = €8248: 
 

V = Cm S·= €5774         (6) 
 

Where Cm = 0.3 is the dimensionless contribution margin (Cm) discussed in previous section. 
This value is linked to the number of tasks performed during the manufacturing process and 
the type of industry. From the variable cost, the dimensionless break-even point (BEP) is 
identified by using Eq. (7). The BEP is the minimum number of units to sell sold to earn a 
profit. 
 

BEP = F / (S – V)         (7) 
 

with (S – V) = €2474 and where F = €2799 is the monthly fixed cost that does not change with 
the throughput of a business. This comes from €33591, the annual fixed cost for a medium-
sized corporation producing adsorption chillers that represents the amount paid to cover the 
business expenses such as rental lease, insurance, property taxes and a potential utility bills. 
When a target profit TP in [€] is added to the fixed cost, a target profit-based factor on break-
even point (BEPTP) is obtained. Therefore, the BEPTP is: 
 

BEPTP = (F + TP) / (S – V)        (8) 
 

The total cost T in [€] is the sum of the annual fixed cost F and the variable cost V of the 
manufacturing process: 
 

T = F + V          (9) 
 

The base profit P in [€] from selling a certain number of units (Q) is obtained from: 
 

P = (S Q) – (V – Q) – F        (10) 
 

The CVP analysis was extended with the inclusion of considerations on the payback to provide 
a prospect customer an insight on expected annual savings and payback period. The 
dimensionless PayBack Period (PBP) is: 
 

PBP = S / NC          (11) 
 

Where NC is the net cash per period in [€] obtained from the product of Capital Recovery 
Factor (CRF), where, i = 5% is the interest rate and n = 10 is the lifetime of the chiller: 
 

�����, �� = �������
��������         (12) 

 

All the contributors to the CVP analysis are summarised in Table 4. The CVP analysis was 
then undertaken using the methodology detailed in Eq. (6) to (10). Using the analysis, the 
break-even point was determined to be 14 units a year. This number of units represents the 
minimum volume of units that should be sold to render the business sustainable. Furthermore, 
as shown in Fig. 3 from the positive revenues, at a capacity of 40 units a year this business 
looks profitable to a perspective investor. 
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Figure 3: Contributors to the CVP analysis of an adsorption chiller with 8kW maximum 

cooling power. 
 

Payback period and annual unit cost for a customer 

To determine if an adsorption chiller is economical for a customer, a payback analysis can be 
carried out by following the definition of payback period in Eq. (11). The payback period is 
the time required to generate an amount of income that is equal to the initial investment. The 
Net cash flow is essential for the analysis, and is determined by comparing the adsorption 
chiller with a conventional vapour compression chiller. An 8kW vapour compression chiller 
was selected for comparison with an initial investment of €3600, and a total operational cost 
of €5663 per year [2]. In this study, an adsorption chiller with 8 kW cooling power was priced 
with initial investment value of €8242. In addition, an annual operational cost of €1029 is added 
as a policy cover for services such as maintenance, that are essential given the technology 
readiness level lower than the vapour compression counterpart [2]. The Cumulative Cash Flow 
is shown in Fig 4. This gives a payback period for the adsorption chiller of 2 years. It is 
interesting to note that when 3D printing is used as manufacturing method [30, [47], the 
payback period reduces to 1.3 years, thanks to automated manufacturing process and reduced 
labour cost. Both manufacturing methods result in quicker return on investment compared to 
similar studies [7,48,49], although other studies feature more complex systems whose 
adsorption chiller is only one part. 
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Figure 4: Cash flow development on investing in 8kW adsorption chiller over 10 years life 

span. 
 

Profit maximisation 

Sensitivity analysis allows the identification of the factors that most influence the profitability. 
Table 4 reports the results of the application of a two-levels full factorial design (FFD) [50–
52] to the profitability analysis. The selling price and number of units sold are the most 
influential variables on positive profit growth. To maximise the profit with an increase of 75% 
compared to base profit, at least 384 units should be sold, along with a 10% increase of the unit 
price and a decrease of 10% in the variable costs and fixed costs. A further increase beyond 
384 units does not significantly influence the profit.  
 

Table 4: FFD matrix to maximise the profit  

Run 
S 

[€] 
V 

[€] 
Number of  
units sold 

F 

[€] 
Profit 

[€] 
1 8248 5774 14 33591 1045 
2 13000 5774 14 33591 67573 
3 8248 9100 14 33591 -45519 
4 13000 9100 14 33591 21009 
5 8248 5774 384 33591 916425 
6 13000 5774 384 33591 2741193 
7 8248 9100 384 33591 -360759 
8 13000 9100 384 33591 1464009 
9 8248 5774 14 100773 -66137 

10 13000 5774 14 100773 391 
11 8248 9100 14 100773 -112701 
12 13000 9100 14 100773 -46173 
13 8248 5774 384 100773 849243 
14 13000 5774 384 100773 2674011 
15 8248 9100 384 100773 -427941 
16 13000 9100 384 100773 1396827 

 

Conclusions  

Adsorption chillers struggle to penetrate the market since their introduction in 1930. New and 
efficient adsorbent materials are often too costly for an already expensive and often inefficient 
technology. There is consensus that the performance can be significantly increased from those 
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currently achieved [53] and this will lead to a stronger commercialization of the technology. 
However, nowadays the market still features silica-gel adsorption chiller that achieve in the 
best case specific cooling powers limited to 250-300 W kg-1. This study highlights that by 
doubling the specific cooling powers, the overall technology price can be decreased 
considerably although there are also other factors as influential as the performance that 
contribute to the technology cost. An alternative is for example the change to less costly 
manufacturing processes such as 3D printing [22,47]. Using a techno-economic analysis, this 
study indicates that the current investment value for adsorption chillers is €1030.25 per kW of 
cooling power. Despite the high value, profit optimisation shows it is a profitable business. 
Additionally, the return of investment has been proven economical for potential customers too. 
 
NOMENCLATURE 

BEP Break-even point [-] 

BEPTP Break-even point-targeted profit [-] 

Cm Contribution margin ratio, [%] 

COP Coefficient of performance [-] 

CRF Capital Recovery Factor 

P Profit, [€] 

PBP Payback period, [Years] 

S Selling price per unit, [€] 

SAHP The adsorber heating power per kg of silica-gel [W kg-1] 

SCondP The condensing power per kg of silica-gel [W kg-1] 

SCP Specific cooling power per kg of dry silica-gel [W kg-1] 

T Total costs, [€] 

V Variable costs per unit, [€] 
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Abstract 

Adsorption-based Direct Air Capture (DAC) of CO2 can limit anthropogenic climate change 

by actively removing CO2 from the atmosphere. For this purpose, DAC systems require thermal 

and mechanical energy as driving energies. The amount and fraction of the driving energies are 

adjustable by changing the process conditions as degrees of freedom in process control. State 

of the art is to use an energetic or exergetic evaluation of the DAC process even if this cannot 

consider whether low-carbon energy sources such as waste heat are used. Instead, we 

investigate the net carbon capture efficiency as a new key performance indicator for process 

control optimization. We show that depending on the case, an energetic-optimal DAC process 

achieves a carbon capture efficiency of 76 % by a given CO2 purity of 90 %, whereas a carbon 

capture efficient optimal process achieves a carbon capture efficiency of 88 % for the same 

purity. Thus, the carbon capture efficiency increases by 14 % by choosing the carbon capture 

efficiency as objective for the process control optimization. 

Keywords: direct air capture, negative emission technologies, life-cycle CO2 emission 

1 Introduction/Background 

To limit the global temperature increase below 2 °C, CO2 must be actively removed from the 

atmosphere [1]. The required CO2 removal ranges from 1.8 to 40 Gt per year, depending on 

the scenario [1]. For technically removing CO2 from the atmosphere, the following approaches 

were recently discussed in the literature: 1) Bio-energy with carbon capture, 2) enhanced 

weathering, 3) ocean fertilization, and 4) direct air capture [2]. The sorption-based Direct Air 

Capture (DAC) is one of the most promising options among these approaches because DAC 

systems are scalable, mobile, and can use low-temperature heat as driving energy [2,3]. In an 

adsorption-based DAC system, CO2 is adsorbed from the ambient air and desorbed at lower 

pressure or higher temperature [3]. Thus, the driving energy of the DAC process can be 

provided either by mechanical or thermal energy. Although a DAC process with one energy 

type is possible, both types are usually combined, e.g., in the temperature vacuum swing 

adsorption, to achieve higher CO2 purities or higher exergy efficiencies [3]. 

For the temperature vacuum swing adsorption, the achievable CO2 purity and the ratio between 

thermal and mechanical energy changes when varying the process conditions, i.e., the 

desorption temperature and pressure. For this reason, the process control of the DAC system 

can be optimized, which requires reliable Key Performance Indicators (KPIs) as the objective 

function. A typical KPI is the Specific Energy Demand (SED), which relates the overall 

mechanical and thermal energy demand to the captured mass of CO2 [4]. In contrast, the 

Specific Exergy Demand (SEDex) considers the amount and quality of the energy used through 

exergy [5]. However, both the energetic and exergetic performance indicators are not enough 

to holistically evaluate DAC systems employed for CO2 removal. As shown by Deutz et al., 

the CO2 footprints of the energy sources have a significant impact on the net CO2 removal of 

DAC systems [6]. For example, a DAC process with a high energy demand can still be 

beneficial when using low-carbon energy sources such as waste heat. Thus, we propose the 
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Carbon Capture Efficiency (CCE) as a new performance indicator for DAC control 

optimization. The CCE indicates the percentage of captured CO2 after deducing net CO2 

emissions of the DAC process [6]. The net CO2 emissions of the DAC process include upstream 

CO2 emission from the supply of materials and energy [6]. 

Although DAC systems have already been assessed for their environmental impact [6,7], the 

process control has not been optimized regarding the net carbon capture efficiency to the best 

of the authors' knowledge. Therefore, we investigate the impact of the three different KPIs on 

the optimal process control and show how the KPIs used for optimization influence the climate 

benefit of a DAC system. For this purpose, we introduce the examined adsorption cycle in 

Section 2. Section 3 briefly introduces the dynamic DAC system model. The KPIs and the 

optimization problem are formulated in Section 4. Section 5 defines our case study, and we 

show the corresponding results of the process control optimization in Section 6. Last, we 

conclude the main findings in Section 7. 

2 Adsorption Cycle for CO2 Removal 

Adsorption cycles for CO2 removal are mainly characterized by the regeneration method. 

Possible regeneration methods are the following [8]: 

1. Temperature Swing: A higher temperature leads to lower equilibrium loading and thus to 

desorption. 

2. Pressure Swing: A lower (partial) pressure leads to lower equilibrium loading and thus to 

desorption. If the total pressure is below the ambient pressure, it is called a vacuum swing. 

3. Inert Purge: The mechanism is identical to the pressure swing (i.e., low partial pressure) 

but achieved by injecting inert gases. 

4. Desorption Displacement: The adsorbate is displaced with another adsorptive with higher 

or similar affinity. 

The regeneration methods are often combined, e.g., a temperature vacuum swing cycle 

combines the temperature swing and vacuum swing as regeneration methods. The temperature 

vacuum swing cycle is the most popular cycle for DAC systems [9] and is already 

commercially used [6]. Besides, the temperature vacuum swing is recommended for high CO2 

purities and high equilibrium working capacities [10]. Therefore, we investigate the temperature 

vacuum swing in this work. The temperature vacuum swing cycle consists of four phases 

(Figure 1), explained in detail below: 

I. Adsorption phase (ads): During the adsorption phase with phase duration 𝜏ads, a fan 

blows an airflow �̇�ads with ambient conditions (i.e., temperature 𝑇amb, pressure 𝑝amb, and 

relative humidity 𝜑amb) through the adsorber column. Thereby, the fan overcomes the 

pressure drop of the column by using the mechanical work �̇�fan. The selected adsorbent 

adsorbs CO2 and H2O from the airstream at a total pressure near ambient pressure. The heat 

of adsorption is released to the ambient as heat flow �̇�ads at ambient temperature via the 

heating and cooling jacket. Thus, an airflow with less CO2 and H2O leaves the adsorber 

column. 

II. Blowdown phase (blow): The blowdown phase has the phase duration 𝜏blow and starts 

with closing the column inlet. Then, a vacuum pump decreases the column pressure to the 

desorption pressure 𝑝des and, thus, extracts most of the air from the column. For this 

purpose, the vacuum pump needs the mechanical work �̇�vac,blow. The extracted air is 

released into the environment. 

III. Heating phase (heat): During the heating phase with phase duration 𝜏heat, the adsorber 

column is heated to the desorption temperature 𝑇des by absorbing the heat flow �̇�heat from 

the heating and cooling jacket. The heat flow is mainly used for sensitive heating but also 
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for providing the heat of adsorption. Due to limited heat transport, the adsorbent is slowly 

heated to the desorption temperature. Thereby, mainly H2O is desorbed due to faster 

kinetics and beneficial equilibrium loading compared to CO2. The column pressure is kept 

constant at desorption pressure 𝑝des by extracting all desorbed mass via the vacuum pump. 

For this purpose, the vacuum pump needs the mechanical work �̇�vac,heat. The extracted 

mass flow is still released into the environment. 

IV. Desorption phase (des): During the desorption phase with phase duration 𝜏des, the 

adsorber column is further heated and maintained at constant temperature 𝑇des. The 

required heat flow �̇�des is mainly used for providing the heat of adsorption. In this phase, 

mainly CO2 is desorbed since most H2O was already desorbed during the heating phase. 

Thus, a CO2-rich product stream leaves the column. 

Overall, the ambient conditions (i.e., temperature 𝑇amb, pressure 𝑝amb, and relative humidity 

𝜑amb) define the use case and are fixed. For maximizing the KPIs of the DAC system, the process 

conditions (i.e., mass flow �̇�ads; phase times 𝜏ads, 𝜏blow, 𝜏heat, and 𝜏des; and desorption 

conditions 𝑝des and 𝑇des) are degrees of freedom of the process optimization. 

 

Figure 1: The four phases of the temperature vacuum swing cycle for the DAC application 

adapted from Stampi-Bombelli et al. [4]. I) Adsorption: Fan blows ambient air through the 

adsorber; CO2 and H2O are adsorbed. II) Blowdown: Vacuum pump decreases the column 

pressure to desorption pressure as the column inlet is closed. III) Heating: Jacket heats the 

column to the desorption temperature. IV) Desorption: Extraction of CO2.  
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3 Dynamic Model of the Direct Air Capture System 

The dynamic Direct Air Capture (DAC) system was modeled with the object-oriented language 

Modelica using the open-source library SorpLib [11] (available on Gitlab [12]). We calculated 

all fluid properties with the Modelica library TILMedia [13] based on RefProp [14]. Figure 2 

shows a scheme of the adsorber column model that was discretized in flow direction (here from 

top to bottom) using an upwind finite volume discretization scheme. 

 

Figure 2: Scheme of the 𝑖𝑡ℎ cell of the one-dimensionally discretized model of the adsorber 

column. The main sub-models are the adsorbent (sor), the gas volume (gas), the wall cell 

(wall), and the heat and mass transfer in red and orange, respectively.  

The adsorber column model builds up from four sub-models: 1) The gas volume, 2) the 

adsorbent cell, 3) the wall cell, and 4) the heat and mass transport between the sub-models 1)-

3). The most important details of the sub-models are summarized below. 

Gas volume (gas): The main equations of the gas volume model are three transient balance 

equations: 1) Overall mass balance, 2) component balance, and 3) energy balance. Thus, the 

selected differential states of the 𝑖𝑡ℎ.cell are the gas density 𝜌𝑖, the mass fraction for each 

component 𝑗 of the gas phase 𝑤𝑗,𝑖, and the temperature 𝑇gas,𝑖. A detailed description as well as 

the balance equations of the gas volume model, for one adsorptive, can be found in [11]. 

Adsorbent (sor): The adsorbent cell is based on the sorbent cell developed by Bau et al. and 

is adapted for more than one adsorptive in this work. A detailed description of the original 

adsorbent cell is provided by Bau et al. [11]. The adsorbent cell has a transient component/mass 

balance and a transient energy balance as main equations. The selected differential states are 

the adsorbent temperature 𝑇sor,𝑖 and the loading of each component 𝑋sor,𝑗,𝑖. As sorbent, we 

used amine-functionalized cellulose with the name APDES-NFC [15]. The equilibrium loading 

of CO2 is described by a modified Toth-isotherm [4]. Thus, the isotherm also captures the 

change in the equilibrium loading of CO2 as a function of the water loading [4]. The equilibrium 

loading of water is modeled by a Guggenheim–Anderson de Boer isotherm [4]. Both isotherms, 

for CO2 and H2O, were refitted to the experimental data from Gebald et al. [15]. 

Wall cell (wall): The wall cell is modeled by a transient energy balance with the temperature 

𝑇wall,𝑖  as a differential state. 

Heat and mass transport: The heat flows between the gas volume and the adsorbent cell; the 

adsorbent cell and the wall cell; and the wall cell and the environment are modeled by a 

temperature difference between the components and the corresponding heat transfer 

coefficients and areas 𝛼𝐴𝑗 [11]. The convective mass transport from gas volume 𝑖 to 𝑖 + 1 is 

calculated by the total pressure gradient and the mass transfer coefficient 𝛽 [11]. The mass 

transport from the gas volume to the adsorbent cell is calculated by the linear driving force 

approach [16] with the mass transfer coefficient 𝐷LDF. 
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Besides the adsorber column model, the DAC system model has auxiliaries such as the fan and 

the vacuum pump. We model the fan's power consumption as an isothermal steady flow process 

and air as an incompressible fluid (due to the minor pressure increase) in the same way as 

reported by Stambi-Bombelli et al. [4]: 

�̇�fan =
1

𝜂fan
∙
�̇�ads 

𝜌air,in
(𝑝in − 𝑝out). 

 

 

(1) 

Thus, the f n’s power consumption was calculated in terms of the inlet pressure 𝑝in and outlet 

pressure 𝑝out of the adsorber column, the density of the air at the inlet of the column 𝜌air,in, the 

mass flow through the column �̇�ads, and the fan efficiency 𝜂fan. 

The power consumption of the vacuum pump �̇�vac, 

�̇�vac =
1

𝜂vac
∙ �̇�𝑅𝑇 ln (

𝑝amb

𝑝des
), 

 

 

(2) 

was modeled as an isothermal steady flow process with air as ideal gas [4] and calculated with 

the molar flow rate �̇�, the temperature of the gas stream 𝑇, the ideal gas constant 𝑅, the vacuum 

pump efficiency 𝜂vac and the quotient of the ambient pressure 𝑝amb and desorption pressure 

𝑝des. Thus, our DAC system model only consists of the three necessary components to run a 

temperature vacuum swing cycle for a DAC purpose: 1) fan, 2) adsorber column, and 

3) vacuum pump. However, additional auxiliaries for purification or compression may be 

needed to store or utilize the CO2 [3]. These additional process steps could be cost- and energy-

intensive [3]. Since they depend on the specific application of the CO2 utilization or storage, 

we do not consider these components in this work. 

All model parameters (e.g., geometrical data, heat and mass transfer coefficients, and 

thermodynamic properties of the adsorbent) are taken from Stampi-Bombelli et al. [4]. 

However, the heat transfer coefficient between the adsorbent and gas volume is not present in 

the model from Stampi-Bombelli et al. [4] as there is just one overall energy balance for the 

adsorbent cell and the gas volume. Therefore, we selected the heat transfer coefficients between 

the adsorbent cell and gas volume so small that the gas volume and the adsorbent cell have 

nearly the same temperature (c.f. Figure 3 (c), gas and sorbent temperature). For numerical 

reasons, the heat transfer coefficient must remain in our model and cannot be zero. 

To verify our model, we compare our simulation results to the reference model from the 

literature [4] in Figure 3. Due to the lack of trajectories for a temperature vacuum swing cycle, 

we verify our model for the trajectories of a steam-assisted temperature vacuum swing cycle. 

The only difference between the temperature vacuum swing cycle and the steam-assisted 

temperature vacuum swing cycle is that a small volume flow of superheated steam �̇�steam flows 

(with desorption temperature 𝑇des and desorption pressure 𝑝des) through the adsorption column 

during desorption. Table 1 summarizes the ambient and process conditions used for the model 

verification.  
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Table 1: Ambient conditions and process conditions for the model comparison in Figure 3 

[4] 

Ambient conditions Process conditions 

𝑇amb 𝑝amb 𝑥amb,𝑖 𝑇des 𝑝des phase times �̇�steam 

20 °C 1 bar 

𝑥amb,N2 = 0.7806 

𝑥amb,O2 = 0.2075 

𝑥amb,H2O = 0.0115 

𝑥amb,CO2 = 0.0004 

95 °C 0.05 bar 

𝜏ads = 13772 sec 
𝜏blow = 30 sec 
𝜏heat = 704 sec 
𝜏des = 30000 sec 

25 ∙ 10−6
𝑚3

𝑠
 

Figure 3 shows excellent qualitative agreement with the model from Stampi-Bombelli et al. 

[4] for the steam-assisted temperature vacuum swing cycle. Only the maximal CO2 loading 

differs: there is a minor offset of the CO2 loading during desorption phase. We expect that this 

discrepancy is due to minor differences in the fitted equilibrium data. However, due to the 

excellent agreement for the steam-assisted temperature vacuum swing cycle, we assume that 

the model trajectories for the vacuum swing cycle will also fit well. Furthermore, a minor 

deviation would not influence the qualitative conclusions of our study. 

 

Figure 3: Trajectories of selected differential states of the last cell of the adsorber column of 

the DAC system model at cyclic steady-state conditions. The vertical dashed lines mark the 

beginning and end of the four phases of the cycle. Phase II) (Blowdown) is so short that it is 

not visible in the plot. 

4 Key Performance Indicator Used for Optimization 

We examine three different Key Performance Indicators (KPIs) for the performance evaluation 

of a DAC system. The first KPI considered is the Specific Energy Demand (SED): 
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SED =
𝑊total + 𝑄total

∫ �̇�des ∙ 𝑤co2
𝜏4
𝜏3

d𝑡
. 

  

(3) 

The SED is calculated as the sum of the total mechanical energy 𝑊total and the total thermal 

energy 𝑄total normalized by the mass of CO2 captured during the desorption phase 

∫ �̇�des ∙ 𝑤CO2

𝜏4

𝜏3
d𝑡 (with: 𝜏3 = 𝜏ads + 𝜏blow + 𝜏heat and 𝜏4 = 𝜏ads + 𝜏blow + 𝜏heat+𝜏des). 

The total thermal energy, 

𝑄total = ∫ �̇�heat

𝜏3

𝜏2

𝑡 + ∫ �̇�des

𝜏4

𝜏3

d𝑡, 
  

(4) 

is defined as the sum of the integrated heat flows of the heating phase �̇�heat and of the 

desorption phase �̇�des (with: 𝜏2 = 𝜏ads + 𝜏blow). The total mechanical energy, 

𝑊total = ∫ �̇�fan

𝜏1

0

d𝑡 + ∫ �̇�vac,blow

𝜏2

𝜏1

d𝑡 + ∫ �̇�vac,heat

𝜏3

𝜏2

d𝑡 + ∫ �̇�vac,des

𝜏4

𝜏3

d𝑡, 
  

(4) 

is calculated as the sum of the integrated power of the fan �̇�fan and the vacuum pump �̇�vac 

(with: 𝜏1 = 𝜏ads). The vacuum pump is activated in three phases: blowdown (blow), heating 

(heat), and desorption (des). 

In contrast to the specific energy demand, the Specific Exergy Demand (SEDex), 

SEDex =
𝑊total + 𝑄total ∙ (1 −

𝑇amb

𝑇des
)

∫ �̇�des ∙ 𝑤CO2

𝑡4
𝑡3

𝑑𝑡
, 

  

(6) 

does not consider the total thermal energy but only the exergy. The exergy of a heat flow is 

calculated in terms of the Carnot efficiency using the ambient temperature 𝑇amb and the heat 

source temperature (here: desorption temperature 𝑇des). 

The Carbon Capture Efficiency (CCE) is defined as 

CCE =
𝑚CO2,captured − CCcap.process

𝑚CO2,captured
, 

  

(7) 

where 𝑚CO2,captured describes the total CO2 amount captured over the lifetime of a DAC 

system [7] and CCcap.process the Climate Change impact (CC) due to the capturing process. 

According to Deutz et al., the climate change impact due to the capturing process sums up the 

climate change impacts of the production of the adsorbent CCsor.production, of the construction 

of the DAC system CCconstruction, the end of life of the DAC system CCend of life  and the 

climate change impact due to the operation of the DAC system CCoperation [6]: 

CCcap.process = CCsor.production + CCconstruction + CCend of life + CCoperation. (8) 

However, the main contribution to the climate change impact is caused by the operation of a 

DAC system and within operation, the climate change impact is mostly determined by the 

carbon footprint of the energy sources [6]. Therefore, we neglected all other parts except the 

climate change impact due to the energy supply. For the climate change impact due to the 

energy supply, we distinguish between two cases: 1) The used thermal energy is burden-free 

as waste heat is used (CCoperation,wh.) and 2) the used thermal energy is provided by a heat 

pump which uses electricity to provide the heat (CCoperation,hp.). Thus, for the case of burden-

free waste heat, the climate change reads  

CCoperation,wh = CFP ∙ 𝑊total.   

(9) 
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For this case, we multiply total mechanical energy by the Carbon Footprint (CFP) of the energy 

source. In contrast, the second case uses heat provided by a heat pump, and thus the climate 

change impact reads 

CCoperation,hp = CFP ∙ (𝑊total + 𝑄total ∙ (1 −
𝑇amb

𝑇des
) ∙

1

𝜂ex,hp
). 

  

(10) 

The mechanical energy needed for the heat pump is calculated by multiplying the heat demand 

with the reciprocal of the theoretically maximum heat pump efficiency (
𝑇des

𝑇des−𝑇amb
) and the 

reciprocal of the exergy efficiency of a heat pump 𝜂ex,hp. 

To compare the optimized processes fairly, the product of the DAC system has to be identical, 

i.e., amount and purity must be the same. Therefore, we use the purity of the product stream Φ 

as a further criterion: 

Φ =
∫ �̇�des ∙ 𝑥co2
𝑡4
𝑡3

d𝑡

∫ �̇�des
𝑡4
𝑡3

d𝑡
. 

  

(12) 

The purity is the mole fraction of CO2 in the product stream and is calculated by the integral 

of the molar flow rate of CO2 (�̇�des ∙ 𝑥co2) and the total molar flow rate �̇�des during the 

desorption phase. For each CO2 purity, there is a control vector 𝑝c that optimizes the KPI. To 

account for this trade-off, the optimization problem becomes a multi-objective optimization 

problem and reads:  

min
𝑥(∙),𝑧(∙),𝑝c

 ∓ 𝐾𝑃𝐼 (𝑥(𝜏cycle), 𝑧(𝜏cycle), 𝑝c) 

−Φ (𝑥(𝜏cycle), 𝑧(𝜏cycle), 𝑝c) 

(objective functions) (13) 

s.t. �̇� = 𝑓(𝑥(𝜏), 𝑧(𝜏), 𝑝c) 
0 = 𝑔(𝑥(𝜏), 𝑧(𝜏), 𝑝c) 

(dynamic model) 

 𝑥(𝑡 = 0) = 𝑥(𝑡 = 𝜏cycle) (cyclic steady-state).  

The differential states are summarized in 𝑥, the algebraic states in 𝑧, and the control parameters 

in 𝑝c. As objective functions, we used the KPIs SED (Eq. 3), SEDex (Eq. 6), and CCE (Eq. 7). 

The purity was always maximized. We exported the dynamic DAC system model as a 

functional mock-up unit using the functional mock-up interface [17] to solve the optimization 

problem. Then, the exported model was executed and optimized in Python with the genetic 

optimization algorithm NASGAII [18] included in the open-source toolbox Distributed 

Evolutionary Algorithms in Python (DEAP) [19]. 

5 Case Study 

To remain comparable with the literature model shown in Figure 3, we used the same ambient 

conditions for all following optimizations (cf. Table 1). For the Carbon Capture Efficiency 

(CCE) optimization, we considered two cases: 1) Best-case and 2) worst-case. For the best-

case, we assumed the thermal energy as waste heat that is burden-free and unlimitedly available 

up to 100 °C. The electricity has a Carbon Footprint (CFP) of wind power with 

10 gCO2e per kWh [20]. The worst-case uses a heat pump as a thermal energy source. The 

exergetic efficiency of the heat pump is  𝜂ex,hp = 60 %, as this corresponds to an average 

exergy efficiency of heat pumps [6]. For the electricity of the worst-case, a CFP of the current 

European grid mix with 400 gCO2e per kWh is assumed [20]. Thus, we cover a wide range of 

possible energy sources, and a real case will be somewhere between both cases. To keep the 

wording clear, we refer the burden-free waste heat case as CCEwaste heat and the heat pump case 
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as CCEheat pump even if it is the same KPI but with different CFP for the electricity and different 

heat sources. 

Table 2: Control variables with lower and upper boundaries used for DAC process 

optimization 

Control 

variables 

Lower  

boundaries 

Upper  

boundaries 

�̇�ads Fixed (5.972e-5 kg/s) Fixed (5.972e-5 kg/s) 

𝜏ads 5000 s 40000°s 

𝜏blow Fixed (30 s) Fixed (30 s) 

𝜏heat 500 s 10000 s 

𝜏des 5000 s 40000°s 

𝑝des 0.01 bar 0.3 bar 

𝑇des 50 °C 100 °C 

Table 2 shows the control variables and their lower and upper boundaries for control 

optimization. 

The mass flow during the adsorption phase �̇�ads is fixed to the mass flow of the base case (c.f. 

Figure 3), as there is no trade-off in our model for this control variable. For the phase time of the 

adsorption phase, we select the boundaries to ensure that the CO2 loading ranges between 50 % 

and 99.9 % of the CO2 equilibrium loading of the base case (c.f. Figure 3). 

The phase time of the blowdown phase is fixed as well. The phase time of the blowdown is rather 

determined by technical factors (e.g., power of the vacuum pump) than by the energy demand. As 

we did not include such technical constraints yet, the optimization of this control variable is not 

reasonable. The heating phase is mainly responsible for the purity of the product stream. 

Therefore, we selected broad boundaries to allow for large ranges of purity. 

With the current implementation of the vacuum pump without a baseload, no trade-off exists in 

the length of the desorption phase. A trade-off would exist by implementing a baseload for the 

vacuum pump as well, which we plan for our future research. To still get reasonable results, we 

limited the maximal desorption time to the maximal adsorption time. The boundaries for 

desorption pressure were chosen to cover a broad operating range. The upper boundary for the 

desorption temperature was determined by the maximum waste heat temperature of 100 °C. Based 

on preliminary investigations we chose the lower boundaries sufficiently low so that the lower 

desorption temperature constraint was never active in any optimization run. 

  

179



6 Results 

This section discusses the optimization results of the introduced DAC system model for 1) the 

KPIs SED, SEDex, CCEheat pump, and CCEwaste heat and 2) the related optimal control variables. 

All optimizations were performed with at least 600 individuals and 100 generations. However, 

some noise still exists in some optimal process variables due to genetic optimization. 

Nevertheless, significant trends can be identified, which are sufficient for the following 

discussion. 

In Figure 4 a), the SED is plotted over purity. The SEDex-optimal and CCEheat pump-optimal 

processes differ marginally in terms of the SED from the SED-optimal process. The offsets in 

terms of SED are nearly constant over the whole purity range. The similarities of the SEDex 

and CCEheat pump-optimal processes are attributed to similarities of these two KPIs. The SEDex 

and CCEheat pump only differ with the exergy efficiency of a heat pump: For an exergy efficiency 

of 𝜂ex,hp = 1, they would get the same optimal results (cf. Eq. 6 and Eq. 10). The SED offsets 

are caused by the reduced weighting of heat in the KPIs SEDex and CCEheat pump. Thus, the heat 

used for driving increases and, consequently, the SED increases. In contrast, the CCEwaste heat-

optimal process has a SED, which increases up to 150 % of the minimum SED over purity. 

The KPI CCEwaste heat does not consider heat at all. Hence, much heat is used for small 

advantages in CCEwaste heat, and the SED of the CCEwaste heat-optimal process increases up to 

150 % of the minimum SED. 

We show the SEDex over purity in Figure 4 b). As already for Figure 4 a), the SEDex differs 

only marginal for the SEDex-optimal and CCEheat pump-optimal processes. The reason for these 

minor differences is the similarity of the two KPIs as mentioned above. In contrast, the SED-

optimal and the CCEwaste heat-optimal processes have both a higher SEDex. The SED-optimal 

process tends to use more mechanical energy than heat for operation, and thus the SEDex 

increases. We observe the reverse for the CCEwaste heat-optimal process. Despite these two 

contrary effects, the SED- and the CCEwaste heat optimal processes have almost the same SEDex 

at medium purities. 

Figure 4 c) shows the CCE with the heat pump as heat source and electricity with the carbon 

footprint of the EU grid mix (CCEheat pump) over purity. The CCEwaste heat-optimal process has 

by far the worst performance in terms of the KPI CCEheat pump and is about 30 % worse at a 

purity of 50 %. The CCEheat pump-optimal and CCEwaste heat-optimal processes were optimized 

with the same KPI but for different scenarios. 
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Figure 4:Trade-offs for the optimal processes between the purity and the key performance 

indicators (a) Specific Energy Demand (SED), (b) Specific Exergy Demand (SEDex), (c) 

Carbon Capture Efficiency with heat pump (CCEheat pump), and (d) Carbon Capture Efficiency 

with burden-free waste heat (CCEwaste heat). 

Figure 4 d) shows the CCEwaste heat with waste heat as heat source and electricity with the 

carbon footprint of wind power. The SEDex-optimal process has the second-best performance 

compared to the CCEwaste heat-optimal process. This is because the SEDex weights heat second-

least of all KPIs (only CCEwaste heat weights heat less with the factor 0), and thus the mechanical 

energy demand is minimized second-most. Further, the SED-optimal process has the worst 

performance in terms of CCEwaste heat. For the SED-optimal process, the exact opposite 

argumentation applies as for the SEDex-optimal process. The KPI SED weighs heat and 
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mechanical energy equally so that more mechanical energy is used, leading to a weak 

performance in the KPI CCEwaste heat (Figure 4 d). However, the SED-optimal process is only 

marginally worse than the CCEwaste heat-optimal process. For example, at the purity of 90 %, the 

SED-optimal process has a CCEwaste heat of 99.4 %, and the CCEwaste heat-optimal process 99.7 %, 

showing an improvement of around 0.3 %. The improvement is small because we consider 

“very clean” power in this scenario, i.e., wind energy. If we consider the CFP of the EU grid 

mix, the CCEwaste heat-optimal and SED-optimal processes would have a CCEwaste heat of about 

88 % and 76 %, respectively. Thus, the improvement of the CCEwaste heat would be about 14 %. 

In summary, these results show the importance of using a sound KPI and scenario for DAC 

process optimization. 

In addition to the KPIs of the optimized processes (cf. Figure 4), the corresponding optimal 

control variables are shown in Figure 5 as a function of the purity. Figure 5 a) shows the 

optimal desorption temperature 𝑇des. For the CCEwaste heat-optimal process, the desorption 

temperature is always at the upper boundary because heat consumption has no negative impact 

on the KPI CCEwaste heat. Thus, no trade-off exists, and the maximum heat with the highest 

available temperature is used. The SED-optimal process has the second-highest temperature 

over a large purity range: Even the SED-optimal process minimizes the heat amount, a minor 

penalty of the temperature exists due to the sensitive heating of the adsorber column. The 

CCEheat pump-optimal process has the lowest desorption temperature since the temperature is 

penalized in the objective function (cf. Eq. 10). In the CCEheat pump-optimal process, the 

desorption temperature is further penalized with the reciprocal exergy efficiency of the heat 

pump in contrast to the KPI SEDex. Overall, the desorption temperature is almost independent 

from the purity in all cases and decreases only slightly with increasing purity. 

Figure 5 b) shows the desorption pressure 𝑝des over the purity. As expected, the CCEwaste heat-

optimal process always has the highest desorption pressure. The order of the desorption 

pressure curves follows exactly the weighting of heat in the KPIs. The KPI SED weights 

equally between heat and mechanical energy and thus has the lowest desorption pressure. In 

contrast, the KPI CCEwaste heat neglects the heat and therefore has the highest desorption 

pressure. However, all desorption pressure curves show a plateau at about 0.1 bar, caused by 

the efficiency of the vacuum pump. The efficiency of the vacuum pump is not described as 

constant but has different values in different pressure ranges (see [4]). At 0.1 bar, the efficiency 

changes why a plateau is formed here.  

In Figure 5 c), we show the adsorption time 𝜏ads as a function of purity. Higher adsorption times 

lead to higher loadings and higher mechanical energy consumption due to the fan. Thus, a trade-

off exists for the adsorption time. The adsorption time is mainly determined by the weighting 

of the mechanical work in the KPIs. In a first approximation, the denominator of all KPIs 

increases with increasing phase time, i.e., the mass of captured CO2 per cycle (cf. Eq. 3, Eq. 6, 

and Eq. 7). However, only the part that depends on the mechanical work increases in the 

numerator of the KPIs. Consequently, the larger the portion of mechanical work in the 

numerator, the larger is the trade-off, and thus the shorter is the optimal phase time. 
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Figure 5: Optimal control variables for a SED-, SEDex-, CCEheat pump-, and CCEwaste heat- 

optimal process. The optimal control variables shown are the (a) desorption temperature 𝑇𝑑𝑒𝑠, 
(b) desorption pressure 𝑝𝑑𝑒𝑠, (c) adsorption phase duration 𝜏𝑎𝑑𝑠, and (d) heating phase 

duration 𝜏ℎ𝑒𝑎𝑡 . The upper and lower boundaries for each control variable are marked as 

horizontal dashed black lines each. 

Figure 5 d) shows the heating time 𝜏heat over purity. In general, a longer heating time leads to 

a higher purity. However, the purity is also determined by the desorption pressure, and lower 

desorption pressure leads to shorter heating times. Lower desorption pressures increase the driving 

force of desorption and thus the same amount is desorbed in a shorter time. This correlation can 
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be seen in Figure 5 d). The heating times look identical for the SED-, CCEheat pump-, and SEDex-

optimal processes (cf. Figure 5 d)) and for the same purity they are shifted to higher phase 

times for higher desorption pressures (cf. Figure 5 b)). The qualitative trend looks different for 

the CCEwaste heat-optimal process and rises strongly, especially at low purities. 

7 Conclusions 

Using sound key performance indicators (KPIs) is crucial for the optimization of DAC systems. 

However, how the choice of the KPI as objective affects the carbon capture efficiency (CCE) and 

thus the climate benefit of a DAC system depends strongly on the case under investigation. For 

example, if heat is supplied by a heat pump and the used electricity has the carbon footprint of 

the European grid mix, the CCE of an energetic-optimal process can still be improved by up to 

5 % by optimizing the system towards CCE. For the same case (heat pump and European grid 

mix), the exergetic-optimal process almost corresponds to the CCE-optimal process since the 

KPIs exergy and CCE are structurally similar in the chosen case. However, if the heat is assumed 

to be burden-free and the electricity has the impact of the European grid mix, the CCE is improved 

by up to 14 % compared to an energetic-optimal process and still up to 5 % compared to an 

exergetic-optimal process. Even though no significant improvements in the CCE are achievable 

compared to the energetic- or exergetic-optimal process for some cases, we show that CCE is 

useful as KPI for the process control optimization of DAC systems. Moreover, we show the ability 

of CCE to cover a wide range of energy scenarios and that it always leads to the DAC system 

being operated in the most climate beneficial way. 
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Abstract  

In this work, the adsorption/desorption kinetics of a consolidated bed, for adsorption heat 

pumps (AHP) application, coated with a new composite adsorbent material based on SAPO-

34 zeolite in a matrix of sulfonated polyether ether ketone was investigated. The heat exchanger 

was coated by drop casting with a composite zeolite/polymer mixture containing 90 wt% of 

SAPO-34 powder. The adsorption/desorption kinetics was investigated using the Thermal 

Large Temperature Jump (T-LTJ) method and compared with results reported in literature. 

Keywords: coatings, zeolite, adsorption heat pumps, water vapour. 

 

1. Introduction 

In the adsorption heat pump (AHP) sector, the suitable design of the adsorbent bed is a key 

feature in order to improve the system performances. Unconsolidated beds, which are a very 

simple and economical design option, have a low heat transfer capacity due to the few contact 

points between the adsorbent material grains and the heat exchanger. Consolidated beds, 

consisting of a heat exchanger coated with the adsorbing material, allow to overcome these 

issues. However, a limiting factor on the use of this technology is a low mass transfer due to 

low porosity and the presence of the binder that reduce the AHP performances and could hinder 

the sorption capabilities of the adsorbent material. For this reason, several effort are oriented 

to find a material able to act as binder in the coating in order i) to preserve good thermal 

properties, ii) to allow an adequate thickness of adsorbent material and iii) not to act as a barrier 

to the water vapor permeation of the adsorbate. In such a context, in the present paper, a 

composite material constituted by high zeolite content (up to 90 wt.% of SAPO-34) and 

sulfonated poly(ether-ether-ketone) (S-PEEK) binder was proposed. The S-PEEK matrix was 

chosen thanks to its high water vapor permeability, which makes its use potentially effective in 

this application context. Based on mechanical and thermo-physical tests, this composite 

coating has shown promising results in terms of mechanical and thermal stability as well as in 

terms of ad/desorption performances, indicating it as a potential alternative to conventional 

coatings. In order to evaluate its applicability in real conditions, it is crucial to evaluate the 

adsorption/desorption performance of the composite coating under lab-scale AHP system. The 

lab-scale AHP dynamic performances of a composite coated adsorber were assessed by using 

a new version of the Large Temperature Jump (LTJ) method, proposed by Aristov et al. [1], 

and called Thermal Large Temperature Jump (T-LTJ). This method is based on the ΔT 

measurement at the inlet and outlet of the adsorber due to an abrupt inlet temperature jump. 

The measured ΔT was used to study the ad/desorption dynamics with a significantly lower 

complexity than the other LTJ methods, while still keeping a high reliability.  
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2. Experimental Part 

2.1 Description of the system 

Figure 1 describes the equipment set-up used for the adsorber characterization. The 

experimental apparatus is composed of a heating/cooling system and two vacuum chambers 

separated by a gate valve; one, filled with degassed water, works as an evaporator/condenser 

and the other one functions as a measuring chamber. Both chambers are evacuated by a vacuum 

pump connected to the latter chamber. In order to avoid heat dissipation, the whole system has 

been thermally insulated. In the measuring chamber was placed the heat exchanger to be tested, 

hydraulically connected to the above mentioned hydraulic system. The thermo-cryostats TCR1 

(high temperature T1) and TCR2 (low temperature T3), connected to the heating/cooling 

system, impose the temperature drop/jump in the heat exchanger in order to generate the 

isobaric adsorption/desorption. The thermo-cryostat TCR3 (set to temperature Te or Tc) is 

connected to the chamber that acts as evaporator/condenser in order to generate the pressure 

and temperature conditions suitable to make the chamber work as an evaporator or as a 

condenser and maintain a constant vapor pressure inside the measuring chamber during the 

test. The system is also equipped with pressure transducers (P) and K-type thermocouples (T) 

to monitor the pressure and temperature inside the two chambers and the temperature at the 

inlet (Tin) and outlet (Tout) of the heat exchanger. A flow meter (f) is implemented in the 

hydraulic system to monitor the carrier flow rate. The data obtained from the sensors are 

recorded using a LabView data acquisition system (National Instruments Co). The temperature 

drop/jump is achieved by switching the valves (v1, v2, v3 and v4). The heat exchanger is 

characterized by analyzing the ΔT values (difference between Tout and Tin) obtained in response 

to the temperature drop/jump. 

 

Figure 1. Schematic layout of the T-LTJ system 

The performance of a consolidated adsorbent bed coated with a zeolite/S-PEEK mixture with 

90 wt% of adsorbent material was investigated. The zeolite was a commercial SAPO-34 

powder (Mitsubishi Plastics Inc. - AQSOA Z02). The sulfonation of PEEK (Heroflon S.p.A. - 

Collebeato (BS), Italy) and the preparation of the coating were carried out following the 

procedure reported in [2]. The amount of dry zeolite powder into the coating was equal to 40 

g. This configuration has been realized using an aluminum heat exchanger with a distance 

between tanks equal to 120 mm, height and thickness of the radiator unit equal to 80 mm and 

22 mm, respectively. 
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2.2 Description of the procedure 

The heat exchangers was analyzed under the boundary conditions typical of the Water-AQSOA 

FAM-Z02 working pair [3,4]. The condenser was kept at a constant temperature of 30°C 

whereas the different boundary conditions were obtained by performing three different 

temperature drops in adsorption (60 → 30, 66 → 30, 72 → 30), corresponding to three different 

evaporator temperatures (5, 10 and 15 °C), and a single jump in desorption (46 → 90), 

corresponding to 10 °C at the evaporator. The resulting thermodynamic cycles are shown in 

Figure 2. Before running the adsorption tests, by opening valves v2 and v4 and closing valves 

v1 and v3, the heat exchanger was kept at 90 °C (TCR1) for 3 hours under continuous pumping. 

In the meantime, the evaporator was set to the temperature Te (5, 10, or 15 °C) which 

corresponds to the pressure Pe (8.7, 12.3 or 17,1 mbar). After 3 hours the heat exchanger was 

cooled down to the initial temperature (60, 66 or 72 °C) by decreasing the temperature of 

TCR1. The gate valve was opened to connect the evaporator to the measurement chamber. 

Once equilibrium was reached, the test could begin: by closing valves v2 and v4 and opening 

valves v1 and v3, the system receives the fluid coming from TCR 2 (30 °C) and the drop from 

high to low temperature (60, 66 or 72 °C → 30 °C) is realized, triggering the adsorption of 

water vapor. The test was considered ended when the temperature difference ΔT remained 

constant at 0 °C for at least 30 min.  

Desorption tests were performed in a similar method: TCR1 and TCR2 temperatures was set 

to 90 °C and 46 °C, respectively (valves are opened and closed in reverse), and the condenser 

temperature Tc was set to 30 °C which corresponds to the pressure Pc (42,5 mbar). In this case 

the heat exchanger must be kept for at least 3 hours at the initial temperature of 46 °C to allow 

the whole chamber to reach the temperature and avoid condensation phenomena. 

In order to eliminate from the ΔT measurement the contributions of losses and sensible heats 

and to isolate the contribution of water ad/desorption (∆𝑇𝑎𝑑/𝑑𝑒𝑠), for each condition, a blank 

test (ΔTbl) is realized to be subtracted from the real test (ΔTov) as in the following equation: 

∆𝑇𝑎𝑑/𝑑𝑒𝑠 = ∆𝑇𝑜𝑣 − ∆𝑇𝑏𝑙 

This test is performed with the same procedures as above but leaving the gate valve closed in 

order to avoid water vapor contact with the adsorbent.  

 

Figure 2. Tested boundary conditions on the isosteric chart (Tr = 90 °C, Tc = 30 °C Te = 5, 10 

and 15 °C). 
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3. Result and discussion 

From the analysis of the data obtained from the tests, it is possible to deduce some important 

parameters for evaluating the performance of a heat exchanger, such as the heat flow �̇� from 

the exchanger to the HCF and heat of water adsorption 𝑄𝑎𝑑. The former can be obtained from 

the following equation: 

�̇�[𝑊] = 𝐶𝑝(𝐻𝐶𝐹)𝑓𝜌(𝐻𝐶𝐹)∆𝑇 

where 𝐶𝑝(𝐻𝐶𝐹) is HCF heat capacity, 𝜌(𝐻𝐶𝐹) is HCF density, f is the flow rate and ∆𝑇 is the 

temperature difference between output and input. 

The latter can be obtained from the difference between the heats 𝑄𝑜𝑣 and 𝑄𝑏𝑙: 

𝑄𝑎𝑑/𝑑𝑒𝑠[𝑘𝐽] = 𝑄𝑜𝑣 − 𝑄𝑏𝑙 

which were derived from the time integration of the heat fluxes �̇�𝑜𝑣 and �̇�𝑏𝑙. 

Another useful parameter to compare the results of different tests is the characteristic time 

𝜏𝑎𝑑/𝑑𝑒𝑠. For adsorption and desorption processes, the trend of ∆𝑇𝑎𝑑/𝑑𝑒𝑠 (or �̇�) can be 

satisfactorily described by an exponential function of the type: 

∆𝑇𝑎𝑑/𝑑𝑒𝑠(𝑡) = ∆𝑇∞ + ∆𝑇0𝑒(−𝑡 𝜏𝑎𝑑/𝑑𝑒𝑠⁄ ) 

where 𝜏𝑎𝑑/𝑑𝑒𝑠 is the characteristic adsorption/desorption time. This parameter can provide an 

idea of the speed with which the adsorption/desorption process occurs. 

 

Figure 3. Difference between the ∆T-responses (and related heat flux) in the blank and 

adsorption runs in the range (90-30-10 °C) 

 

As an example, Figure 3 shows the time evolution of ∆𝑇𝑎𝑑  values (and �̇�) for a reference 

adsorption test with a drop in temperature equal to 66 → 30 °C. Evaluating the ∆𝑇𝑎𝑑 trend three 

regions can be identified:  i) At first, the water adsorption process does not affect the ∆𝑇𝑎𝑑 

response at short time (t<20 s). This stage is not stable and it can be probably due to the 

adsorbent has not been sufficiently cooled down to trigger the adsorption; ii) Afterward, the 
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∆𝑇𝑎𝑑 increase reaching a maximum value of about 2,5 °C (with a maximum heat flux slightly 

above 350 W) in the time range 10-35 s; iii) finally at t > 35 s a progressive exponential decay 

of ∆𝑇𝑎𝑑 response is observed, with a characteristic time 𝜏𝑎𝑑 of 83.3 s. A stabilization value of 

∆𝑇𝑎𝑑 was reached at about 600 s. For the chosen test a Qad= 25.4 kJ (Qad= 635 J/g) was 

obtained.  

 

3.1 Water adsorption dynamics 

For the adsorption process, three temperature drops (60, 66, and 72 → 30) corresponding to 

three different evaporation temperatures (5, 10, and 15 °C) were investigated keeping the 

condenser temperature constant at 30 °C. 

The specific heat of adsorption (ΔHad) values obtained from the T-LTJ curves can be used as a 

verification of the calculation accuracy. The values of ΔHad obtained, shown in Table 1, are 

comparable to those reported in the literature [1]. 

Further information can be acquired evaluating Figure 4 that shows the trends of ΔT at three 

different temperature drops during the adsorption process. In all investigated boundary 

conditions, the trend described in [1] was observed. After an oscillation around an 

approximately constant value, the ∆𝑇𝑎𝑑 decreases exponentially with a characteristic time 

decay depending on the analyzed conditions. 

 

Figure 4. Evolution of ∆𝑇𝑎𝑑 as time changes for each temperature drop. 

 

The characteristic times, obtained by fitting the ∆𝑇𝑎𝑑 curve in the region of exponential decay, 

which give an idea about the rate at which the adsorption and desorption phenomena occur, are 

given in Table 1. They are comparable with those found in literature by using LTJ system. In 

detail the characteristic time of the coated exchanger for the 66 → 30 drop (83.3 ± 7 s) is lower 

than values reported in literature for uncoated exchanger filled with grains of zeolite by using 

T-LTJ (116 ± 10 s) [1] and V-LTJ (114 s < τ < 150 s) [5] method, and for monolayer 

configuration with grains of zoelite larger than 0,7 mm in size by using G-LTJ method (τ > 102 

s) [3,4] 
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T jump/drop τ [s] Qad/des [kJ] Qad/des [J/g] Wmax [W/g] ΔHad/des [J] 

60 → 30 101.1 ± 13,8 18.7 ± 0.8 467.5 ± 20.3 5.3 ± 0.6 2337 ± 102 

66 → 30 83.3 ± 7 25.4 ± 2.1 635.2 ± 52.7 9.7 ± 0.7 3024 ± 251 

72 → 30 68.7 ± 6.9 24 ± 1.5 599.3 ± 37.7 11 ± 1.3 2724 ±171 

46 → 90 25.3 ± 4.3 29.7 ± 1.3 742.3 ± 33 22.2 ± 0.9 3535 ± 157 

Table 1. Characteristic times, heats of ad/desorption, maximal specific powers and specific 

heats of ad/desorption for coated HEx. 

 

Furthermore, it is observed that the τ values, in the consolidated configuration, decrease as the 

temperature drop increases, reaching an average value of 68.7 ± 6.9 s. Moreover, using the 

consolidated bed, even by reducing the temperature jump to 60 → 30, the characteristic time 

(101.1 ± 13.8 s) remains lower than or equal to those found in the literature and mentioned 

above. This means that by increasing driving temperature difference the adsorption process 

becomes faster from a kinetic point of view.  

The heat of adsorption obtained from the integral of the released heat flux can be useful to 

compare the performance of two different configurations. The heat of adsorption obtained in 

the consolidated bed (25.4 ± 2.1 kJ) is significantly lower than that obtained by the same 

method in [1] for the unconsolidated bed (53 ± 7 kJ) and for temperature drop 66 → 30. 

However, if related to the mass of adsorbent material (40 g for consolidated and 84 g for 

unconsolidated) the values become comparable (635 kJ/kg vs 631 kJ/kg). Thus indicates the 

good adsorption capabilities of the SAPO-34 composite coating suggesting furthermore that 

the S-PEEK not hinder the water vapor diffusion toward the zeolite filler embedded in the 

polymer matrix.  

The heat of adsorption increases from 60 → 30 to 66 → 30 drop, while it remains 

approximately constant by further increasing the jump to 72 → 30. This is due to the fact that 

the process becomes faster but at the same time the maximum power value does not increase 

significantly, causing a loss of adsorption heat. 

Another important parameter useful to compare different configurations is the maximum 

specific power generated at the beginning of the adsorption process. The obtained Wmax value 

in relation to the 66 → 30 temperature drop (9.7 ± 0.7 kW/kg) is higher than values reported 

in literature for uncoated exchanger filled with grains of zeolite by using T-LTJ (3.5 W/g) [1] 

and V-LTJ (2.6 - 4.7 W/g) [5] method, and for monolayer configuration with grains of zoelite 

between 0,35 and 2 mm (1.8 - 2 W/g) [3] and between 0.8 and 1.18 mm (3.2 – 4.5 W/g) [4] 

both using G-TLJ method. This is due to two main reasons: i) the maximal power increases as 

the zeolite grain size decreases, as reported in [3]; ii) the coating provides better heat transfer 

between the adsorbent material and the heat exchanger fins. 

As shown in Table 1 the maximum power increases by 82% from 60 → 30 to 66 → 30 drop, 

however by further increasing the driving temperature difference the increase is only 13%. 

The values of characteristic time and heat of adsorption obtained confirm that the presence of 

the S-PEEK/Zeolite coating does not hinder the passage of water vapor and at the same time 

improves the heat transfer with the surface of the exchanger guaranteeing also higher values of 

maximum specific power. 
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3.2 Water desorption dynamics 

Only one temperature jump (46 → 90) corresponding to an evaporator temperature of 10  C 

and a condenser temperature of 30 °C was investigated for the desorption process. The value 

of ΔHdes obtained, shown in Table 1, is comparable to those reported in the literature [1]. 

 

Figure 5. Evolution of ∆𝑇𝑎𝑑/𝑑𝑒𝑠 as time changes for adsorption and desorption processes with 

boundary conditions Te=10 °C, Tc=30 °C and Tr=90 °C. 

 

Figure 5 shows the trends of ΔT for adsorption and desorption processes. Both processes are 

characterized by a preliminary abrupt increase of ∆𝑇 followed by a gradual exponential 

decrease at increasing time. The desorption process is characterized by a ∆𝑇 peak that is higher 

and narrower than the adsorption one. Hence, the maximal specific power is significantly 

higher for the desorption process. Indeed, the maximal power is 2.3 times higher than that 

obtained for the temperature drop 66 → 30 (888.6 ± 34.8 W vs 389.1 ± 27.9 W for desorption 

and adsorption step, respectively). Higher values of maximum power in the desorption process 

than the adsorption one was observed for zeolite (V-LTJ) [5] and silica grains (V-LTJ) [6]. 

Furthermore, considering the narrow peak in ∆𝑇 trend, the desorption process is characterized 

by a characteristic time significantly lower than adsorption one. In particular, the average τ 

value for the desorption process is 3.3 times lower than that obtained from the adsorption 

process, 25.3 ± 4.3 s and 83.3 ± 7 s, respectively. 

Anyway, the heat of desorption (proportional to the area under the curve) is slightly higher than 

that of adsorption step (29.7 ± 1.3 kJ vs 25.4 ± 2.1 kJ). This is justified considering that the 

desorption process is characterized by an higher peak and a faster kinetic that allows to 

complete the process in a shorter time. 

 

4. Conclusion 

In this work, the adsorption/desorption kinetics of a consolidated bed, for adsorption heat 

pumps (AHP) application. A new composite coating based on SPAO-34 filler and a water vapor 

permeable polymer matrix (S-PEEK) was assessed for AHP applications. The heat exchanger 
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was coated by drop casting with a composite zeolite/polymer mixture containing 90 wt% of 

SAPO-34 powder. In particular, a Thermal Large Temperature Jump (T-LTJ) method was 

applied in order to investigate the adsorption/desorption kinetics of the consolidate bed HEx 

compared to literature unconsolidated one. The results highlights that coated HEx exhibit very 

high specific heating/cooling capacity with a very fast adsorption/desorption kinetic 

(characteristic times approximately 32% lower compared to zeolite grains filled HEx). 

Analogously, as reference, the obtained Wmax value (in 66 → 30 temperature drop) was 9.7 ± 

0.7 kW/kg, higher than values reported in literature for uncoated exchanger filled with grains 

of zeolite by using T-LTJ method (3.5 kW/kg). These results indicate that the polymer matrix 

not hinder the water vapor diffusion allowing a kinetically suitable sorption desorption process 

and an effective improvement of the heat transfer at the metal-adsorbent interphase. 
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Abstract  

The reduction of the use of fossil fuels is a key point in the EU strategy to reduce the heating 

demand in residential applications. This target goes in contrast, often, to the age of the 

already existing building, therefore the retrofitting of residential buildings, with energy-

efficient solutions becomes very interesting. In the present paper, a concept based on a gas-

driven sorption heat pump using a geothermal source for evaporation is presented. The idea 

aims at the deployment of innovative geothermal heat pump solutions for retrofitting 

applications. In this paper, the experimental results under controlled operating conditions are 

presented. 

Keywords: Heat pump, geothermal, retrofitting 

Introduction 

According to the “Common Vision for the Renewable Heating & Cooling sector in Europe” 

[1] in 2007, 48 % of the final energy consumption in EU 27 took the form of heat. Heat 

accounted for 86 % of the final energy consumption in households, 76 % in commerce, 

services and agriculture, and 55 % in industry. The thermal energy consumption, in 2007, 

was estimated in 6800 TWh, quite totally produced from fossil fuels. This value, considering 

a strong evolution both from the legislative (e.g. obligation to use renewable energies for all 

new and existing residential, service and commercial buildings as well as for low-temperature 

industrial applications) and research (e.g. development of cost competitive solutions for high 

energy density heat storage) point of view, is expected to be reduced to 4000 TWh, in 2050. 

The use of adsorption heat pump has received an increased attention in the recent years, 

thanks to its eco-friendly characteristics [2] [3], [4], [5]. The coupling of a vapour 

compression heat pump and adsorption chiller has been widely studied, especially for cooling 

applications  [6], [7], [8]. Only few studies have been performed focusing on solutions for 

heating applications. In [7] the performances of a small size solar heating system working in 

cooperation with an adsorption machine has been studied considering heating and cooling 

demand and performing a Life Cycle Assessment in different installations across the Europe. 

Six different heating systems configurations have been studied in [9], comparing the 

energetic performances as well the economic feasibility. The exploitation of geothermal 

energy as ambient heat source/sink is considered of great interest [10]. For example, in [11] 

the heat transfer model of a ground heat exchanger (GHE) and the coupling of this model 

with the energy conversion model of a heat pump is presented, while in [12] an investigations 

on a combined solar and ground source heat pump (SGHP) system for a single-family house 

is discussed. However, the exploitability of this resource in the built environment, for 

retrofitting applications, becomes quite challenging due to both, technical and regulatory 

constraints that limit the drilling procedures for the ground source heat exchangers (GSHEX) 

installation [13]. For these reasons, the EU funded GEOFIT [14] project aims at the 

deployment of innovative geothermal heat pump solutions for retrofitting applications. 
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Particularly, an innovative hybrid geothermal heat pump has been developed and tested to be 

installed in two demo sites. In this paper, the experimental test results of the innovative 

hybrid heating system developed, incorporating a gas condensing boiler, a zeolite-water 

adsorption heat pump, and a geothermal field, is presented. The condensing boiler is used to 

drive the zeolite-water heat pump, while the geothermal system is used to provide heat to the 

evaporator. The full system has been already modelled [15] using the Dymola software in 

order to optimize the heat pump control and to evaluate the preliminary design performance. 

The proposed solution is able to reach the target performances, showing that such a system 

could be used as retrofit solution. In the GEOFIT project, for example, it has been installed in 

a historical building placed in Perugia (Italy). 

System configuration and layout 

The core of the hybrid sorption heat pump developed within GEOFIT consists of a sorption 

heat pump that makes use of a gas boiler as heat source. The layout of the GEOFIT 

thermally-driven solution is shown in Figure 1: the sorption heat pump is made up of two 

modules, each one consisting of an adsorber/desorber and an evaporator/condenser. The 

desorber is connected through the Heat Transfer Fluid (HTF) circuit to the heat source, i.e. a 

specifically modified gas boiler allowing regeneration of the sorption material. At the same 

time, through the vacuum circuit, the refrigerant flows from the desorber to the condenser, 

that supplies heat at the temperature level requested for space heating. The adsorber is 

connected in parallel to the condenser through the HTF circuit. The vacuum circuit allows the 

flow of the refrigerant from the evaporator to the adsorber. The ground heat exchanger allows 

the use of the soil as heat source for evaporation. The useful effect delivered to the user is 

represented by the adsorption heat and condensation heat.  

 

Figure 1: main layout and thermal levels for GEOFIT hybrid gas-driven heat pump. 

Contrarily to the electric-driven systems, the thermally-driven heat pump requires a lower 

amount of heat at the evaporator, due to the lower thermal COP achievable from 

thermodynamic point of view, thus allowing the installation of a smaller geothermal field, 

which is a beneficial feature when evaluating retrofitting solutions. The flexibility of the 

solution for installation in existing building is further marked by the possibility of using a 

standard gas boiler as driving heat source. 

ADSORBER

EVAPORATOR DESORBER

CONDENSER

USER

GHEX GAS BOILER

85-90°C70-75°C

35°C

5-10°C

28°C
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The final layout of the Perugia pilot plant is showed in Figure 2 are: 

 A Buderus GB 192 iT boiler (25 kW), used to drive the adsorption heat pump; 

 A two beds adsorption heat pump made by Fahrenheit Gmbh (nominal power 10 

kW); 

 An electrically driven vapour compression chiller (nominal power 6 kW) 

 A geothermal field, used to drive the evaporator of adsorption heat pump 

 Heat exchangers, used to connect the systems (chiller + heat pump) to the ground 

HEX circuit and to the user. 

The layout shows a hybrid solution (electrically driven chiller and gas driven heat pump) in 

order to exploit all the possible advantages related to the use, in a retrofit application, a of 

different energy sources (gas or electricity) that could have been available at the installation 

site. The electrically driven chiller is not presented in this paper. 

 

 

Figure 2: finial layout of Perugia pilot plant 

Experimental facilities 

The testing rig used for the evaluation of the performance of the heat pump is specifically 

designed to set the different thermal levels required for the operation of thermal components 

and was presented in [16] and [17]. It, see Figure 4, mainly consists of heat sources and sinks 

connected to storages: a 0.6 m
3
 water storage, continuously heated up by a 36 kW electrical 

heater (HT storage); a 0.3 m
3
 water storage, filled with a 44.5 % wt. water/glycol mixture, 

connected to an air-cooled chiller with nominal power of 13 kW (LT storage) and having 4 

immersed electrical resistances (3 kW each) to control the storage temperature; a 0.3 m
3
 

storage (MT storage), where the temperature control is obtained by means of 1 immersed 
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resistance (4.5 kW) and a connection to a 63 kW chiller, which provides cooling power also 

to another lab test rig. The hot water storage tank is usually used to provide heat to the HT 

circuit of sorption unit, but not for testing the GEOFIT machine. This because a dedicated gas 

boiler (25 kW) and an 800L storage was already considered for the final installation in the 

Perugia demo site. The user heating demand is simulated sending to the MT circuit of the 

sorption unit a defined temperature level, obtained controlling the water temperature in the 

MT storage at a desired level. 

 

Figure 3: test rig layout and connections to the GEOFIT adsorption heat pump 

The geothermal field is simulated using the LT circuit, controlling the water temperature by 

means of chiller and electrically driven resistance. In this way, three independent water 

temperature sources (LT-MT-HT) have been obtained. This real-time regulation allows 

keeping the target set temperature in the inlet circuit of both LT and MT circuits. All the 

piping is thermally insulated; variable speed pumps are installed in order to manage the 

operating flow rates in all the circuits. Due to the necessity to use a dedicated mix of water 

and anti-corrosion fluid in the sorption machine circuits, these have not been directly 

connected to the LT and MT circuit of the lab test rig, but via plate heat exchangers.  

The monitoring and controlling system are operated through a control panel realised in 

LabVIEW® environment. The testing rig is equipped with the following sensors: 

 Type “T” thermocouples with Class 1 tolerances for the measure of all the 

temperatures in the inlet/outlet pipes of every circuits and in the storages; 

 Magnetic flow meters MVM250-PA with 1% of reading accuracy for the measure of 

all the flow rates; 

 Piezoresistive differential pressure meter, to calculate pressure drops inside the 

circuits of the heat pumps/chillers under testing; 

 Electric energy meter SINEAX DM5S with Class 1 tolerances for the measure of 

electric input delivered to the chillers. 

 Pressure difference gas flow meter Bronkhorst F-103E/F-103El (1% tolerance on full 

scale) for the methane consumption measure. 
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(a) 

 
 

(b) 

 
 

Figure 4: the testing rig at CNR-ITAE. (a) 1: LT storage; 2: HT storage; 3: piping connection 

manifold; 4: rack for acquisition hardware; 5: electric heating boiler; (b) 6: MT storage 

Furthermore, the on-board Fahrenheit monitoring system was connected as well to the 

LabVIEW monitoring panel, to acquire also the data and compare them to the data acquired 

by the testing rig. 
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As explained in the previous section, although a high temperature circuit is already available 

at the CNR-ITAE lab, in the GEOFIT project a dedicated 25 kW gas boiler was used for 

providing the heat necessary to drive the heat pump. With the aim of providing enough 

thermal inertia to the sorption machine, particularly useful during the phase switching of the 

sorption heat pump, between the gas boiler and the sorption machine an 800 L tank was 

connected. Thanks to the testing rig described in the previous section the inlet medium 

temperature (MTin), simulating the return from the external load was maintained at different 

set-up value, considering the machinery coupled to a floor heating distribution system. The 

low temperature source was considered at three different levels, in order to evaluate the heat 

pump behaviour when coupled with the geothermal field. The temperature used in the tests 

performed on the hybrid sorption pump are resumed in Table 1. 

Testing conditions 

Two different test cases have been considered: 

 Case 1: the influence of the MT flow rate has been investigated at the different 

working conditions. The heat pump is connected to the boiler and to the 800 L tank. 

The HT temperature is fixed at 80 °C, the MT temperature has been considered in the 

range 28-32 °C, while the LT temperature (geothermal field) has been considered in 

the range 6-10 °C. The adsorption machine half cycle time is controlled by the 

machine control. 

 Case 2: All the experimental set points are similar to that of Case 1, but the 

Adsorption machine half cycle time was limited to 250 seconds, while the flow rate 

was fixed at 50 l/min. Two LT temperatures have been tested 6 °C and 10 °C. 

Table 1: setup points used in the different tests performed at the CNR-ITAE lab 

Test HT 

temp. 

(C) 

MT temp (°C) LT temp. 

(°C) 

MT flow rate 

(l/min) 

Ads 

machine 

time cycle 

Case 1 80 28-30-32 6 – 8 - 10 50 – 40 - 30 Auto 

Case 2 80 28-30-32 6 – 10 50 Max 250 s 

Results and characterization of the unit 

Typical test results 

In Figure 5 an example of measured parameter during a typical test case is showed. The 

picture shows the MTin and MTout temperature measured using the sensors installed on the 

sorption machine (MTin -fahr; MTout-fahr) or using the sensors installed in the CNR-ITAE lab. 

The differences between the measures is due essentially to the different sensors position. 

Anyway, the picture shows how both are able to illustrate a typical sorption machine 

behaviour. 
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Figure 5: inlet/outlet temperatures measured on the medium temperature (MT) circuit of the 

adsorption heat pump. 

Sorption machines are, contrarily to vapour compression machines, discontinuous, therefore 

it was expected to see the temperatures peaks in correspondence to the switch between the 

two sorption chambers. 

In Figure 6 the input powers (QdotHT and QdotLT) as well as the output power (QdotMT) are 

presented. Following the typical sorption heat pump behaviour, the powers also are not 

constant. The QdotHT is the power extracted from the HT heating source, namely the 800 l 

tank connected to the gas boiler, the QdotLT is the power that the geothermal circuit provides 

to the evaporator of the sorption machine, finally, QdotMT is the power provided by the 

sorption machine to the user. 
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Figure 6: powers exchanged by the sorption machine in a typical test 

Influence of different MT flow rate 

The influence of the MT circuit water flow rate on the sorption machine performances have 

been tested at 50 l/min, 40 l/min and 30 l/min. The main goal of this investigation is to find 

the optimal flow rate which maximizes the output power for a given   . The temperature 

difference considered (  ) is the difference between the MTin (the temperature of the water 

entering into the sorption machine and coming back from the user) and the LTin (the 

temperature of the water coming from the geothermal circuit). A low    value means that the 

temperature difference between the water coming back from the user and the water coming 

from the geotherm field is low, which means, for example, that we have a very high 

temperature in the water coming from the geothermal field (e.g. 15 °C or more); while a high 

   value means that we have a high temperature in the water coming back from the user and 

a very low temperature provided by the geothermal field. At low    the sorption machine is 
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working in thermodynamic favourable conditions (low heating demand – high thermal energy 

availability from the geothermal field). The contrary applies at high   , where the working 

condition could become critical. 

 

Figure 7: adsorption machine useful power vs    at different MT flow rates 

Figure 7 shows the useful power provided by the sorption machine at different    for the 

tested MT flow rate. As expected, the useful power decrease, almost linearly, with the 

increase of   . Considering the 50 l/min flow rate, the sorption machine provides        

working with a        , while increasing the    to a value higher than 25 K the sorption 

heat pump is able to provide      . Reducing the flow rate the heat pump provides lower 

useful power, therefore the optimum flow rate for the MT circuit (the circuit connected to the 

user) should be maintained at 50 l/min.  

Figure 8 shows the COP (Coefficient Of Performance) measured in the same working 

conditions. In each sorption heat pump circuit (HT-LT-MT) the instantaneous power was 

calculated as: 

                    (1) 

Where    [kW] is the instant power, ρ [kg/m
3
] is the heat transfer fluid density, V   [m

3
/s] is 

the volumetric flow rate of the heat transfer fluid, cp [kJ/(kg K)] is the specific capacity of the 

heat transfer fluid and Tin and Tout [°C] are the inlet and outlet temperatures of the considered 

circuit. The Coefficient of Performance was calculated using the following equation 

    
     

  

  

     

  
  

   (2) 
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Therefore, the COP was calculated considering the ratio between the heat provided by the 

adsorption heat pump to the user      and the heat provided by the gas boiler to the 

adsorption heat pump     . 

 

Figure 8: adsorption machine COP vs    at different MT flow rates 

Figure 8 shows that COP decreases with the increase of   , starting from a value higher than 

1.30 when the sorption machine is working with a         and reaching a value near to 1 

when the heat pump is working with a        .  

The obtained results showed that the best performance can be obtained when the heat pump is 

working at the higher MT flow rate (50 l/min) and with a    not greater than 20 K, in order 

to obtain a COP higher than 1. 

Influence of phase time 

The phase time is the period in which a complete adsorption cycle (see Figure 9) is 

performed.  
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Figure 9: a typical adsorption heat pump cycle. 

The tested adsorption machine allows to control the “half cycle time”, which is the time 

needed to move from point 1 to point 3 (desorption) or from point 3 to point 1 (adsorption) in 

Figure 9, therefore the time necessary to perform half a cycle. The cycle time is symmetrical, 

therefore changing the half cycle time it is possible to control the complete adsorption cycle. 

In order to investigate the optimal cycle time, we have tested the adsorption machine at 

different “half” phase time, starting from 150 s up to 350 s at two different LT temperatures, 

as showed in Figure 10.  

 

Figure 10: COP calculated at two different LT temperatures (6 °C and 10 °C) and at different 

phase time 
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The results clearly show that, independently from the LT temperature considered, the optimal 

phase time is 250 s. Reducing the cycle time the COP also decreases, especially at much 

lower LT temperatures. Increasing the cycle time, a similar result is obtained, although a less 

difference is visible between the two LT temperatures tested. 

Conclusion 

The complete GEOFIT system, which will be demonstrated in pilot located in a historical 

building in Perugia (Italy), consists of an adsorption heat pump, driven by a gas boiler, and an 

electrically driven vapour compression chiller. The adsorption heat pump was completely 

tested and characterized at the ITAE-CNR test lab, under different working conditions. The 

main conclusion of the performed work can be summarized as follow: 

 The optimal flow rate for the MT circuit is 50 l/min. Reducing the MT flow rate also 

the useful power decreases. 

 The GEOFIT system is able to satisfy the load demand (       ) hypothesized 

during the design stages 

 The    between LTin temperature (water coming from geothermal circuit) and the 

MTout temperature (water provided to the load) strongly influences the adsorption 

machine useful power and COP:    values greater than 25 °C could become critical 

for the machinery performances (COP   ) 

 The best half cycle phase time is 250 s. 
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Abstract  

Heat pumps will play a key role in the future provision of low carbon domestic heating and the re-use of 

industrial waste heat.  Adsorption cycle heat pumps are advantageous in that they can use the existing natural 

gas network to avoid electricity supply limitations. 

A 2 kW domestic-scale resorption heat pump is being designed as a replacement for a conventional 

condensing gas boiler. It will be tested in the ThermExS laboratory, University of Warwick. 

The heat pump uses a pair of salts infused into an expanded natural graphite matrix, each in its own reactor.  

The reactor vessels will be insulated internally to minimise their heat capacity. 

The initial design was based on a zero-dimensional model to estimate the mass of each salt, taking void space 

into account.  A Matlab-based 2D transient simulation package was then developed to study heat transfer and 

reaction rate within a pair of linked reactors. 

This paper describes the initial reactor design and the unsteady simulation results showing the effect of heat 

transfer on required cycle time, coefficient of performance and power output. 

Keywords: resorption, ammonia, salt, heat pump. 

 

Introduction 

Buildings account for 40% of the energy consumption in the UK and USA and the majority of this is for heating. 

The UK government’s forthcoming Future Homes Standard is expected to prohibit the installation of 

conventional gas boilers in new houses from 2025; heating will instead be provided by heat pump, district 

heating or low-carbon electricity.  It seems probable that gas-fired heat pumps will play an important part in 

delivering this heat because the UK electricity generation and distribution grid is not expected to grow fast 

enough to meet projected demands from electric cars and electrical heat pumps.  

The marginal CO2 emission rate due to the additional gas-fired generation of electricity for heat pumps is 

similar in level to the emissions from conventional gas boilers (Isaacs, 2021).   Electric heat pumps therefore 

only offer a genuine reduction in emissions if they can operate, in conjunction with diurnal or seasonal heat 

storage, at times when there is an excess of renewable energy.    Most houses do not have enough space to 

install large thermal stores and the expectation of increased electric car use makes it unlikely that there will be 

an excess of low-carbon electricity before 2045 (Isaacs). 

Gas-fired heat pumps therefore have the potential to reduce carbon emissions in the UK until such time as 

there is sufficient renewable energy and distribution capacity for large-scale adoption of electrically driven 

heat pumps. 

Previous heat pump research at Warwick (Rivero-Pacho, 2017) has concentrated on ammonia adsorption into 

activated carbon.  Ammonia is the preferred refrigerant for domestic heating applications.  It has a high heat of 
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vapourisation and allows heat extraction from a cold environment without risk of freezing or without 

inconveniently low vapour pressures. 

Salts such as NaBr greatly increase the mass of ammonia that can be adsorbed.  The salt is typically 

impregnated into expanded natural graphite (ENG): this supports the small salt crystals in a porous matrix and 

increases the thermal conductivity. 

A simple chemisorption cycle (Wang, 2014) uses an adsorber/desorber (typically filled with ENG and/or a salt) 

in conjunction with a liquid ammonia evaporator/condenser.  At a given temperature, the ammonia-salt 

equilibrium vapour pressure will be less than the pure ammonia vapour pressure.  The two vessels operate at 

the same pressure, so the liquid ammonia is always at a lower temperature than the salt as it adsorbs and 

desorbs: this allows the system to function as a thermally-driven heat pump without the expansion valve and 

mechanically-driven pump required by vapour compression cycles. 

A resorption cycle uses a second salt reactor to replace the evaporator/condenser in a chemisorption cycle 

(Castaing-Lasvignottes & Neveu, 1997).   Ammonia is simultaneously desorbed from one salt and adsorbed into 

the other salt.  The salts operate at different temperatures but with a common gas pressure so they can share 

a common reactor vessel or be located in separate vessels.  Compared to a simple chemisorption cycle, the 

absence of liquid ammonia means that a resorption cycle operates at a lower pressure, thereby allowing a 

lighter pressure vessel.  At 70°C for instance the vapour pressure of ammonia in a chemisorption cycle would 

be 33 bar.   

Vassiliev (2004) built and tested two resorption heat pumps using ammonia with BaCl2/NiCl2 and BaCl2/MnCl2 

respectively as the absorbent pairs. Vassiliev’s design was electrically heated and produced both steam (120-

130°C) and cool water (3-5°C).   The present work is intended for domestic heating and the salts have been 

chosen to give output temperatures in the range 45-60°C whilst extracting heat from air as cold as -10°C. 

The theoretical maximum coefficient of performance for a resorption heat pump, neglecting system heat 

capacity, is 1 L
hp

H

H
COP

H
  (Vassiliev) where H is the enthalpy change per kg ammonia adsorbed.  In 

practice the heat capacity of the reactors and adsorbents increases the heat taken from the hot source and 

reduces the heat extracted from the cold source, giving a practical COP (Vassiliev): 

1 L L L
hp

H H H

H C T
COP

H C T
        [1] 

The enthalpy of desorption from a salt is higher than the heat of vapourisation of pure ammonia.  This increase 

to the 
L
H value in the above equation gives resorption cycles a higher coefficient of performance than a 

simple chemisorption cycle. 

The challenges in designing a resorption heat pump include: 

• Identifying a suitable salt pair for the cycle temperature range and appropriate filling factor in the 

ENG to allow sustainable long-term adsorption/desorption performance 

• Identifying the appropriate ratio of salt masses, such that both salts approach the fully adsorbed and 

desorbed state. 

• Defining a cycle period and salt masses for the required output power 

• Specifying a control cycle for the valves on each reactor such that they receive and discharge heat as 

required 

• Minimising thermal resistances, to allow rapid cycling with small temperature differences 
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• Choosing heat transfer fluids 

Yang et al (2020) present a thorough review of ammonia-based chemisorption and resorption heat pumps.  

Castets and Mazet (2001) modelled reaction rates for an adsorption thermal transformer to demonstrate the 

importance of minimising reactor mass. 

Bao at al (2011) tested two possible salt pairs, NaBr/MnCl2 and NH4Cl/MnCl2, in a benchtop demonstration 

refrigerator.  Using a 30-minute cycle they found the ammonium chloride reacted with 17% more ammonia 

than the equivalent sodium bromide reactor. The sodium bromide cycle achieved a refrigeration COP of 0.31 

compared to the theoretical maximum of 0.61. 

Materials testing at Warwick in a “Large Temperature Jump” (LTJ) facility has verified the validity of the heat 

transfer and reaction rate equations used and determined the appropriate modelling parameters for NH4Cl2, 

NaBr, BaCl2, MnCl2 and CaCl2 (Atkinson, 2021).  The heat pump described here will be tested using the heating 

and cooling baths and process instrumentation in the ThermExS facility at Warwick. 

 

Nomenclature 

,A y  Reaction rate parameters 

,
L H
C C  Sensible heat capacity of the low and high temperature reactors (J/K) 

hp
COP   Coefficient of performance

heat delivered at 

heat input at 
O

H

T

T
 

E  Cycle period (seconds). 

H  Enthalpy change per mole NH3 desorbed (J/mol) 

,
L H
H H  Enthalpy change per cycle for low and high temperature salts (J) 

A
n  Moles of ammonia desorbed per cycle, reactor A. 

 

,
L H
T T   Temperature range for each salt, 

3 1
T T  and 

4 2
T T  

0H  Salt enthalpy change per mol desorbed (J/mol) at standard conditions 

R  Universal gas constant 8.314 J/molK 

0S  Salt entropy change per mole NH3 desorbed (J/molK) at standard conditions 

T  Temperature (K). 

 Thermal diffusivity, 
k

c
 (m2/s) 

A
f  Fraction of the salt in a given adsorption state A. 

A
v  Void space volume in reactor A (m3) 

 

Reactor design. 

The two reactors in a resorption heat pump are essentially shell and tube heat exchangers.  The reactor vessels 

are connected so ammonia can flow between them.  Heat transfer fluid is pumped through the tubes to 

convey heat to and from the salts, Figure 1, with valves to switch the reactors between the three heat sources 

and sinks.   Heat fluxes will be measured using a Coriolis mass flow rate meter on each heat transfer fluid 

circuit together with thermocouples to read the fluid temperature difference between reactor inlet and outlet. 
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Figure 1.  General arrangement of a resorption heat pump in a test facility. 

 

The heat pump cycle is controlled by the timing of valves that route the heat transfer fluid to either the cold 

source or output (low temperature salt A) or the hot source or output (high temperature salt B).  There are 

four stages to the cycle, starting with salt A fully desorbed at the cold source temperature and B fully adsorbed 

at the output temperature: 

1. Isolate reactor A and route the fluid connection for reactor B to the heat source.  Salt B will start to 

desorb as its temperature rises.  As the pressure rises due to this desorption, salt A adsorbs and its 

temperature rises. 

2. When salt A reaches the output temperature, open the reactor A fluid connection to the output sink 

so A delivers heat.  Wait until salt A is fully adsorbed. 

3. Isolate reactor A and connect reactor B to the output sink so the temperature of salt B falls and it 

starts adsorbing & rejects heat to delivery.  As the pressure falls, A desorbs and cools. 

4. When A reaches the cold source temperature, open the fluid connection to the cold source.  Salt A 

will extract heat from the cold source until fully desorbed, at which point all the ammonia is once 

again adsorbed in salt B. 

When used for domestic heating a thermal store would be required to provide a high flow rate on demand and 

to buffer the heat-output stages in the heat pump cycle.  Two heat pumps operating out of phase might also 

be used to provide a more continuous heat output.  The baths shown in Figure 1 would be replaced by an air-

to-water heat exchanger (cold bath), hot water heat exchanger (output) and combustion gas heat exchanger 

(hot bath). 

 

The heat pump cycle 

The pressure/temperature history of the salt in each reactor is determined by the Clapeyron equilibrium line 

equation: 
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0 0

0

ln eq
P H T S

P RT
 where 

0
P  is the reference pressure (1 N/m2) (Yang, 2020) and 0 0,H S  are 

positive.  The equation assumes that ammonia vapour behaves as a perfect gas.  Adsorption happens if the 

partial pressure lies above the line and desorption for pressures below the line. 

The salt pair must be chosen to give usefully large temperature differences between the two salts at a given 

pressure.  The minimum pressure should not be so low as to require inconveniently large components for 

adequate mass transfer.  A large number of salts have been considered for adsorption cycles (Bao, 2011; Yang, 

2020).  Of these, manganese chloride appears the most suitable for a high temperature salt operating between 

a heat rejection temperature in the range 45-60°C and a heat input temperature of 160-175°C.   The heat 

pump described here is designed to ultimately be driven by a gas burner (the “hot source”) and to extract heat 

from a “cold source” which might be a borehole or air heat exchanger while delivering heat to the “output” 

heat sink.  For experimental purposes these will be simulated by heating and cooling baths. 

The most suitable low temperature salts in terms of thermodynamic properties for pairing with MnCl2 appear 

to be either ammonium chloride or sodium bromide.  These have almost identical equilibrium lines.  Sodium 

bromide has been chosen because experience within the STET group (Atkinson, 2021) suggests that sodium 

bromide is more soluble, hence easier to impregnate into the ENG biscuits, and gives more repeatable 

adsorption and desorption performance than ammonium chloride. 

 

Figure 2.  (a) Heat pump cycle pressure and temperature range on a Clapeyron diagram, (b) Minimum ,
C H
T T  

as a function of output temperature 
O
T  for 8°CT . 

Figure 2(a) shows the equilibrium lines for sodium bromide and manganese chloride with a temperature 

difference 8 CT  between each heat source/sink and its salt to enable heat transfer despite the thermal 

resistance between each salt and the heat sources and sink.  The dots represent the source and sink 

temperatures.  Thermal resistance is inevitable due to the convective heat transfer coefficients at air/metal 

and metal/fluid interfaces as well as the low thermal conductivity of the ENG/salt composite and any contact 

resistance between the ENG and heater tubes.  The requirement for 
4 2
T T  is dictated by the fact that both 

salts reject heat to a common heat sink at 
O
T : in a domestic installation this would be the radiators and 

thermal store.    

The lowest possible ,
C H
T T  are determined by the equilibrium temperatures for salt 1 and salt 2 respectively 

at the two pressure limits set by 
O
T .  The --·--· lines in Figure 2(a) show this limiting case. The ···· lines 
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demonstrate possible operation with the same output temperature but higher ,
C H
T T leading to an increase 

(vertical arrows) in 
1
P  and 

2
P . 

The vertical lines in Figure 2a show source and sink temperatures that lie between (cold state) or outside (hot 

state) the equilibrium lines.  The cycle will cease to operate if this condition is not met. 

The heat pump could deliver heat to radiators and hot water store at two different temperatures by switching 

between them, e.g. on a daily timer. Simultaneous operation with a DHW temperature higher than the heating 

requirement would be possible but the COP would be lower than in heating-only mode and a flow control 

system would be required to enable the hot water to reach a suitable temperature (e.g. 60°C to avoid 

legionella risks). 

Figure 2(b) shows the dependence of minimum ,
C H
T T  on output temperature 

O
T  for this salt pair or, 

conversely, the maximum output temperature for any given ,
C H
T T . 

The maximum pressure is typically set by salt 1 at the output temperature 
O
T , Figure 2(b).  This pressure 

determines the pressure vessel thickness and, more importantly, the thickness and heat capacity of the tube-

plates.   

H
T  must remain within the capabilities of the heat transfer fluid.   Water/ethylene glycol based heat transfer 

fluids are able to operate up to 175°C (Dow, 2008); silicone oils e.g. Huber SilOil can withstand 235°C under an 

inert atmosphere but have lower conductivity and heat capacity than water-based fluids.  175°C would be 

sufficient for output temperatures up to 63.5°C (Figure 2b) with 8 CT . The two reactors may in principle 

use different heat transfer fluids, Bao (2011). 

The salts will asymptote towards the source and sink temperatures as the adsorption and desorption reactions 

approach completion.  As they do so, the temperature difference and heat flux fall so the reaction rate will 

also slow.  This can also be seen from the rate equation for change in species A in a reaction from A to B: 

d1
1

d

ABy

ClapA A
AB

A B A B

pf f
A

f f t f f p
   [2] 

where ,
A B
f f  are the mole fractions of the salt in states A and B and 

Clap
p is the equilibrium ammonia pressure 

at the salt temperature. The reaction rate is heat transfer limited: increasing the heat transfer rate alters the 

salt temperature and increases 
Clap

p p .    

In the low pressure state, salt A is desorbing and B adsorbing.  When they reach the Cold Source and Output 

temperatures ( ,
C O
T T ), the equilibrium pressure for salt A is higher than for B.  Given sufficient time, the 

reaction will proceed until either: 

(i) A is fully desorbed, with the pressure set by salt B at 
O
T  

(ii) B is fully adsorbed, with the pressure set by salt A at 
C
T  

(iii) both (i) and (ii) 

Case (iii) will only occur if the A:B ratio is close to the exact required proportion.  The pressure is then between 

the case (i) and (ii) limits and is set by the excess ammonia mass i.e. the void space and initial filling condition. 

A similar situation occurs at the end of the high pressure stage in the cycle.   

212



7 
 

 

Conceptual design 

The two reactors are connected and work at the same pressure: the salts could therefore be placed together in 

a single vessel.  It is however easier to avoid heat leakage between the salts if they are placed in separate 

reactors.   

Two alternative designs are being considered: a fully-welded assembly in which the tubes act as stays to carry 

the pressure loads and a bolted assembly with single-ended tubes.  The latter allows the salt/ENG disks to be 

examined after testing or replaced to try different compositions.  

The choice of pipe length is an optimisation problem which has not yet been considered in detail.  The length is 

limited by heat transfer considerations.  This especially true if using thermal oil rather than water: oil avoids 

boiling and freezing problems but has a relatively low conductivity and specific heat combined with high 

viscosity.   Too high an L D  ratio would require a long cycle time for reduced heat flux: this in turn reduces 

the specific power output and raises the volume needed for a given power.   

Equation [1] shows the effect of component heat capacities on the COP.  This effect has been observed 

experimentally (van der Pal, 2017).    The heat capacity of the shell may be significant unless it is insulated 

internally. 

The unavoidable heat capacities are due to the tube-plates, tubes and the fluid within them, ENG and the salt 

itself.  These place an upper limit on the coefficient of performance.  Typical values can be obtained by 

considering a repeating array of tubes with the intervening space filled with ENG (leaving just a minimal path 

for ammonia transport), Figure 3(a).   

   

Figure 3.  (a) Double-ended reactor design with load-bearing tubes, (b) Single-ended reactor design. 

A second concept under consideration is a reactor using single-ended tubes that do not support the end plate 

structurally, Figure 3(b).  This would enable the reactor to be disassembled to replace or examine the salt/ENG 

composite after testing. 

A single-ended reactor would require a single end plate, significantly thicker than in the double-ended design.  

Whilst in theory this reduces the maximum possible COP, in practice the heat capacity of the end plates is 

small compared to that of the fluid in the tubes and manifolds.   The necessary shell thickness is determined by 

the hoop stress, not the axial stress, and would therefore be the same as in the double-ended reactor.  The 

tubes would be capped at the inner end: this places them in compression due to the external pressure.  Each 

tube would require a co-axial inner tube to carry fluid to the far end before it returned via the annular outer 

passage.    
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Void space effect on ratio of salt masses 

The cycle shown in Figure 2(a) assumes that the pressure is set by the mass of ammonia in the system and the 

salt temperature.  There will however inevitably be some gas volume ,
A B
v v  in each reactor due to the 

porosity of the ENG as well as any unfilled space between the ENG biscuits and the shell.  The mass of 

ammonia in these spaces will vary with temperature and pressure. 

Continuity between the low pressure state 1 and high pressure state 2 requires 

1 2 2 1 2 1B B A A v v
m m m m m m  

where 
1B

m  is the quantity of ammonia (either mass or moles) adsorbed into salt B in state 1 and 
1v

m  is 

the quantity of ammonia in all the gas volumes at state 1. 

The volume per mole desorbed in each reactor ,
A B
k k  is defined as A

A

A

v
k

n
 and the ratio of adsorption 

capacities is A
AB

B

n
K

n
.  Assuming the ammonia behaves as a perfect gas, it can be shown that:  

2 1 1 21 1A A B B
AB

O C O H

k P k P k P k P
K

RT RT RT RT
      [3] 

Figure 4 shows the required adsorption capacity ratio as a function of a single parameter k for the 
A B
k k  

case using cycle temperatures from Figure 2. 

 

Figure 4.  Effect of void space on the ideal salt ratio. The insulated reactors simulated here have 
4 33.3 10  m /molk . 

If 
AB
K  is higher than the ideal value, the temperature swing for salt A will be limited: this will reduce the 

maximum delivery temperature for a given cold temperature.  Conversely if 
AB
K  is too low the hot source 

temperature will rise relative to the design intent based on delivery point temperature. 

 

Heat capacity of thermal insulation 

SuperWool® 607 is a low-density insulation material suitable for temperatures up to 1150°C. During a heat 

pump cycle a thermal wave would propagate into the insulation.  The depth of propagation and hence the 
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effective heat capacity are a function of cycle length E (seconds) and gas to wall heat transfer coefficient h  

(W/m2K).    The effective heat capacity has been calculated using a 1D transient simulation with a square wave 

gas temperature cycle, Figure 5.  Provided the thermal wave does not reach the far side of the insulation the 

heat capacity is independent of the insulation thickness. 

 

Figure 5. (a) Wave propagation into insulation, (b) insulation effective heat capacity per half-cycle, (c) 

equivalent stainless steel thickness. [ 3350 kg/m , 754 J/kgKc , 0.05 W/mkk ]. 

Figure 5(b) shows that the heat capacity asymptotes towards C ckE  for very large heat transfer 

coefficients i.e. when the surface temperature closely follows the gas temperature cycle.  This is to be 

expected because the wave profile for a thermal step propagating into a semi-infinite solid is a function of 

x

t
.  Actual gas to wall coefficients would however be much less than this, possibly 5 W/m2K. 

Figure 5(c) shows that for all conceivable cycle period and gas heat transfer coefficients the insulation has a 

heat capacity equivalent to a steel sheet 1 mm or less in thickness.  As this is less than the typical shell 

thickness it is always beneficial to include insulation.  The insulation’s porosity will however increase the 

reactor void space. 

A similar analysis for the reactor end plates shows that over a typical cycle period the radial wave penetration 

depth due to heat transfer in the pipes is larger than the expected pipe spacing when using a water-based fluid 

( 21500 W/m Kh ) so insulation against the tube-plate faces would provide no benefit.  The heat capacity of 

the metal must therefore be used in the COP calculation and minimising the thickness, e.g. by using load-

bearing tubes, would be beneficial. 

Thermal oil by comparison provides a much lower heat transfer coefficient ( 2600 W/m Kh ) which would 

necessitate a larger reactor and longer cycle time.  With low heat transfer coefficients insulation on the end-

plates might be advantageous.  With radial heat transfer from each hole area, the change in metal 

temperature over the cycle period may be small compared to the fluid range and the effective heat capacity 

can then be estimated from the fluid heat transfer coefficient and period. 

 

Multi-reactor transient modelling. 

A Matlab-based 2D unsteady simulation package has been written for ammonia-salt reactors.  The aim was to 

allow simple setup and rapid analysis for all the ENG/salt configurations of interest to the STET group.  
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Figure 6. (a) Possible grid configurations, (b) Viewer for simulation output. 

The original concept was to use Matlab’s Partial Differentiation Equation toolbox to solve the conduction and 

reaction rate equations.  This proved impractical because there was no facility for a whole-system calculation of 

the pressure as a function of the ammonia adsorption state across the grid.  The present code therefore uses 

Matlab’s linked-ODE solver ODE15s for a “Method of Lines” approach which calculates temperature and 

ammoniation state for each cell.  The system pressure at each time step is calculated from the total mass of 

ammonia and the salt adsorption states. 

The code iterates through multiple reactors and/or salts in each reactor using structured 2D finite volume grids 

(cuboid or cylindrical, Figure 6a, including metal pipework and fins) and has been validated against analytical 

conduction models and experimental reaction rate data.  The reaction rates for each reaction are evaluated from 

equation [2] using experimentally-derived thermodynamic properties and rate parameters.   The reactions 

progress in response to a defined temperature-time history for the heat transfer fluid, using a constant heat 

transfer coefficient at the pipe wall.  Thermally isolated periods of zero heat flux are applied during cycle stages 1 

and 3. 

A plotting tool has also been written to show and compare the output parameters, Figure 6b. 

The unsteady energy equation 
,

d

d in in in j j

U
Q W m h

t
is used both within the grid and to model the 

reactor shell temperature change due to ammonia transfer between the vessels.  For simplicity the 

instantaneous flow rate between vessels is estimated such that, for all the vessels, 
1,2,3

1 d
constant

d
i

M

M t
. 

(This would be strictly true if gas desorption caused adiabatic compression at constant vessel volume such that 

1,2,3

1 d
constant

d
i
t

).  This value is then updated in the next iteration to match the actual mass in each 

reactor. 

The simulation allows the effect of different fluid heat transfer coefficients to be assessed when designing the 

reactors such that a suitable cycle time can be identified.  Future versions of the code will incorporate a 

porosity model to account for pressure variation through the ENG. 
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Heat pump simulation. 

A heat pump has been modelled by defining two reactors, each with its own fluid temperature history.   

Simulations have modelled water/glycol (90% Dowtherm 4000) and silicone oil (Huber SilOil 195/235) as the heat 

transfer fluids.   

The poor conductivity and heat capacity of thermal oil limit the attainable heat transfer coefficient.  The water-

based simulations used a nominal coefficient of 1500 W/m2K for turbulent flow inside a 10.7 mm bore tube (a 

conservative value: in practice it will vary depending on the fluid temperature and velocity).  The higher viscosity of 

SilOil reduces the Reynolds number to below 1000 (e.g. Re = 430 for 0.5 m/s at 60°C): for fully developed laminar 

flow a Nusselt number Nu = 4.36 would be expected.   Sarada et al (2011) simulated an oil cooler with a louvered 

tube insert, resulting in Nusselt numbers of order Nu = 50.   Similar Nusselt numbers have been reported by 

Sheikholeslami (2015) for a wire coil insert.   If Nu = 50 were possible in the present design, the heat transfer 

coefficient would be 2600 W/m Kh .  This has therefore been taken as a nominal value to explore the impact 

of low heat transfer conditions. 

The ratio of salts obeys equation [3] and a volumetric salt fraction of 0.05 has been adopted based on LTJ 

experience. 

The modelled geometry is a cylindrical tube of salt-impregnated ENG (in practice a large number of rings) that 

slides onto a central tube carrying the heat transfer fluid.  For simplicity the graphs presented here use a 1-D radial 

grid and rely on the thermal conductivity of the ENG to carry heat radially from the central tube.  The code is 

however capable of modelling a finned-tube system with both axial and radial conduction if such a design were 

required.  For this preliminary design optimisation it has been assumed that the fluid flow rate is high enough that 

the fluid temperature rise along the tube can be ignored.   

The design uses a ½” OD tube and ENG disk external diameter of 35mm.   A typical control cycle in terms of fluid 

temperatures is shown in Figure 7(a).  Reactor A is thermally isolated at two stages in the cycle to allow its 

temperature to change freely as adsorption and desorption commence without putting heat into the cold source 

or taking it from the output. 

 

Figure 7.  (a) Fluid temperature (control parameter), system pressure and heat flux into each reactor, (b) Salt 

ammoniation state at 4 radial stations. 

Figure 7(b) shows a typical variation in salt states over a 12-minute cycle for 4 radial locations (cell 1 is the metal 

tube, cells 2-8 are ENG) when using a water/glycol mix ( 21500 W/m Kh ).  This simulation had approximately 

17% excess NaBr so the MnCl2 swings between fully adsorbed and desorbed whilst the NaBr stays between 0.06 

and 0.89 adsorbed. 
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Figure 8.  Heat pump cycle on a Clapeyron diagram.  Labels show cycle fraction starting from when reactor 2 is 

cooled to delivery temperature. Vertical lines show the water temperatures. 

Figure 8 shows the temperature-pressure history for both salts on a Clapeyron diagram for a given filling mass of 

ammonia (initially 3.5 bar, reactor 1 at 25°C, reactor 2 at 110°C). 

The grid uses 8 radial cells of which the inner is the water pipe: temperatures for cells 2 and 8 are plotted here.  

The MnCl2 in reactor 2 adsorbs and desorbs in response to changes in water temperature and the resulting heat 

transfer leads to a temperature difference relative to the Clapeyron line.  Conversely the NaBr in reactor 1 adsorbs 

and desorbs in response to the change in pressure and follows the equilibrium line closely until the valves open 

and allow heat transfer to the Cold or the Output bath. 

 

COP and power density 

The COP has been calculated by post-processing the results to split the heat flux into positive (from sources) and 

negative (to output) periods.  Simulations were performed for delivery temperatures of 45 and 60°C, for a range of 

cycle periods, using both water/glycol and thermal oil as the heat transfer fluids. 

The reactor dimensions are given in Table 1. 

 Reactor 1 (NaBr) Reactor 2 (MnCl2) 

 45°C 60°C 45°C 60°C 

Salt mass (dry), kg 0.227 0.221 0.519 0.533 

ENG disks (total) 200 194 492 505 

Tubes 7 19 

Reactor length (mm) 290 270 

Reactor ID (mm) 158 230 

Reactor volume (litres) 5.7 11.2 

Gas volume (litres) 2.32 3.45 

Table 1. Reactor sizes for a nominal 2 kW output. 

Figure 9 compares heat pump COP values and cycle-mean output power from the transient model using either 

water/glycol or silicone oil.  Tube-plate and fluid capacity has been modelled as a lumped heat capacity that 

transfers heat between source and sink twice per cycle, using a nominal thickness of 4 mm (metal), 10 mm (fluid) 

at each end of the reactor.   
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Figure 9.  Comparison of two heat transfer fluids: 90% DowTherm 4000 (glycol mix, h = 1500 W/m2K) and Huber 

SilOil 195/235 (h = 600 W/m2K) in terms of COP and power output. 0 C
C
T , 175 C

H
T  

If using thermal oil the cycle period has to be extended to achieve sufficient heat transfer for adsorption and 

desorption to take place.  The longer cycle period reduces the mean power output, unless larger reactors with 

more salt are used to compensate.  Comparing the cycle times required to achieve COP = 1.15 with 45°C output, 

the cycle period increases from 15 to 24 minutes and the output power is reduced by 42%. 

The above simulations assume perfect thermal contact between tubes and ENG.  Any slight gap here will increase 

the thermal resistance and reduce the effective heat transfer coefficient.  The effect would be to reduce either the 

COP or (if the cycle period were extended to maintain the COP) the power output. 

COP values of order 1.15 are clearly incapable of providing the necessary drastic cuts in CO2 emissions.  Reducing 

the heating demand through better domestic insulation and heat recovery systems could have a more immediate 

impact and, long term, renewable energy together with electric heat pumps and/or seasonal storage has the 

potential for carbon-free operation.   Conversely, such COP levels would be similar in effect to the switch from 

conventional to condensing boilers (5-14% reduction, EConsult 2018).  

 

Summary/Conclusions  

Simulations suggest that a resorption heat pump using NaBr/MnCl2 can provide a COP of approximately 1.15 and a 

specific power of order 140 W/litre of gross reactor volume.  Use of an ethylene glycol mix as the heat transfer 

fluid limits the upper temperature to 175°C: this should be sufficient for output temperatures up to 63°C.  Thermal 

oil would allow higher temperatures but, with lower heat transfer coefficients, the cycle period would be longer 

and the specific power would be reduced. 

The reactors would use expanded natural graphite rings in contact with tubes carrying the heat transfer fluid in a 

shell and tube configuration.  The reactor shell should be insulated internally to minimise the effective heat 

capacity over the cycle period.  The tube assembly could be either double-ended, with tubes acting as stays, or 

single-ended; the latter would allow dismantling to experiment with different salt parameters but would require 

stronger end plates. 

The 2D simulation code provides a user-friendly platform for the optimisation of salt/ammonia multi-reactor 

systems.  Good thermal contact between ENG and tubes will be critical in achieving the desired performance.   
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Simulations have demonstrated the critical importance of fluid to salt heat transfer: this affects the possible ENG 

ring diameter, choice of fluid, cycle time and reactor size.  

A COP of 1.15 from a gas-fired appliance could make a valuable contribution to reducing domestic heating 

emissions until there is sufficient renewable electricity to drive electric heat pumps in addition to meeting other 

demands such as electric car use. 
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Abstract 

Solid state nuclear magnetic resonance (NMR) spectroscopy was applied to two metal-

organic frameworks (MOFs), MIL-101 (Cr) and NH2-MIL-101 (Cr), with the aim of 

investigating their interaction with water. The two MOFs contain coordinatively unsaturated 

Cr sites showing a strong affinity to water. Analysis of the NMR data allowed us to 

distinguish water bound to Cr3+ from unbound water residing in the porous space and to set a 

lower boundary to the residence time of water on the Cr site when the porous space is filled 

with water. This has implications on the adsorption behaviour of the porous matrix and 

influences the MOF performance in adsorption heat transformation. 

Keywords: metal-organic frameworks, adsorption heat transformation, solid state NMR, 

water residence time. 

Introduction 

The development of adsorbents is a crucial issue in Adsorption Heat Transformation (AHT) 

technology. The efficiency of the process is governed by the microporosity, hydrophilicity, 

and hydrothermal stability of the sorption material. Metal-organic frameworks (MOFs) are 

emerging as the most capable class of microporous materials in terms of internal surface area 

and micropore volume, as well as structural and chemical variability, and therefore are 

receiving considerable attention. [1]  

We focused on MIL-101 (Cr), which showed encouraging properties for AHT applications 

when methanol is the working fluid. [2] In the present work, we studied water as adsorbate, 

because it is the most used refrigerant in air conditioning and heat pumping applications, due 

to the high latent heat and environmental benefits. In this MOF, the inorganic building unit 

consists of a Cr3O cluster, where two out of three Cr3+ ions exhibit an accessible 

coordinatively unsaturated site (CUS). [3]  

We investigated the exchange of Cr3+ CUS bound water with unbound water in hydrated 

samples. Previous studies suggest that the formation of coordinative bonds between the CUS 

and water is responsible for the observed strong adsorption affinity. [4] However, the 

residence time of water on the metal ion has never been investigated. We used solid state 

Nuclear Magnetic Resonance (NMR), and in particular 1H Magic Angle Spinning (MAS), to 

directly detect water in different environments, i.e., bound and unbound water, in samples 

hydrated at different levels and to estimate the residence time of water on CUS Cr3+. In order 

to understand whether an amino group on the organic linker affects water behaviour, NH2-

MIL-101 (Cr) was also investigated. 
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Experimental  

Samples. MIL-101(Cr) and NH2-MIL-101(Cr) were synthesized according to the procedure 

described in ref. [2]. Specific surface area, total pore volume, and micropore volume of different 

batches of the examined samples are displayed in Table 1. These properties were derived from 

nitrogen adsorption data. 

 

Table 1. Specific surface area, Ssp, total pore volume, Vp, and micropore volume, V, of different 

batches of the examined MOFs as derived from nitrogen adsorption data. 

MIL-101 (Cr) NH2-MIL-101 (Cr) 

Ssp [m
2/g] Vp [cm3/g] Vµ  [cm3/g] Ssp [m

2/g] Vp [cm3/g] Vµ [cm3/g] 

2500-2950  1.95-2.20 1.05-1.20 2300-2450  1.70-1.90 0.70-0.80 

 

For the NMR measurements, the samples were dried at 393 K for 4 h in order to remove all 

CUS unbound water. Then the powders were exposed to a humid atmosphere to progressively 

hydrate them. The hydration levels of the samples investigated, measured gravimetrically, are 

displayed in Table 2. 

 

Table 2. Hydration level of the samples investigated. 

 hydration level (gH2O/gdry powder)
a 

MIL-101 0.05b 0.52 0.82 

NH2-MIL-101 0.05b 0.42 0.72 

(a) with ‘dry powder’ we indicate the MOFs containing only CUS bound water. 

(b) only CUS bound water is present. 

 

Solid state NMR. 1H MAS NMR experiments were carried out on a Bruker Avance Neo-500 NB 

spectrometer operating at 500.13 MHz and equipped with a Bruker 1.3 mm double resonance 

probe. Spectra were recorded using the single pulse excitation sequence at different spinning 

speeds, namely 0, 10, 20, 40 and 67 kHz at 296 K. The 90° pulse length and the recycle delay 

were 1.47 s and 3 s, respectively, and the number of scans accumulated was 64. 

 

Discussion and Results 

1H MAS spectra were acquired on MIL-101 and NH2-MIL-101 at different hydration levels with 

the aim of gaining insight into the exchange between bound and unbound water. In the dry 

sample, water molecules are bound to the strongly interacting CUSs and no additional unbound 

water molecules are present inside the pores, whereas in the hydrated samples both types of 

water molecules occur. 
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Figure 1. (a) 1H MAS NMR spectra of MIL-101 at different levels of hydration: 0.05 (blue) and 

0.82 gH2O/gdry powder (red). The spectra were recorded at a spinning speed of 20 kHz and the 

signals were scaled by matching the intensity of the third order side bands. (b) Figure 1 (a) with 

an expanded vertical scale to highlight the side band patterns. (c) Expansion on the first three 

side bands on the left of the central peak. 

 

223



Figure 1a exemplifies 1H MAS spectra of MIL-101 at two different hydration levels, that is 0.05 

and 0.82 gH2O/gdry powder, at a spinning speed of 20 kHz. Due to the presence of the paramagnetic 

cations Cr3+, 1H side band patterns are dominated by anisotropic hyperfine shift of protons 

belonging to water and to the MOF organic linker (Figure 1b). In particular, in the sample 

characterized by 0.05 gH2O/gdry powder (Figure 1b, blue trace), the signal is due to protons 

belonging to bound water and to the MOF organic linker. A close inspection of the side bands 

reveals that each band results from the combination of two signals belonging to different 

patterns, as displayed in Figure 1c (blue trace) for the first three side bands on the left of the 

central peak. The two patterns are characterized by different isotropic chemical shifts, 8.1 and 

2.8 ppm and different anisotropic hyperfine shift interactions. For the former pattern, the 

anisotropic hyperfine shift interaction is on the order of 30 ppm, as indicated by the occurrence 

of a maximum of only three side bands on each side of the central peak. Its intensity is ~20% of 

the total signal. On the contrary, for the latter pattern, ten side bands on each side are observed 

and the anisotropic hyperfine shift interaction is estimated to be around 300 ppm. On the basis of 

the relative intensity of the patterns and of the fraction of water (29%) and organic linker (71%) 

protons as calculated from the chemical formula of MIL-101, we ascribed the pattern centred at 

8.1 ppm to bound water, and the other, centred at 2.8 ppm, to the MOF aromatic protons. The 

latter value with that of 3.0 ppm reported in ref. 4 for the aromatic protons of the same MOF. 

Generally, one should notice that these protons experience hyperfine shifts leading to differences 

of the observed isotropic chemical shift values compared to the values exhibited by the same 

protons in molecules not coordinated to Cr3+. 

The addition of water mainly induces an increase in the intensity of the central band and of the 

first and second order side bands, whereas no effects are observed at higher orders (Figure 1b, 

red trace). The additional intensity gives rise to a new pattern centred at 5.3 ppm, which is 

characterized by a smaller anisotropic hyperfine shift compared to that due to bound water. This 

new pattern is ascribed to unbound water. 

The persistence of the bound water pattern at the high hydration level (see Figure 1c) indicates 

that the residence time of bound water is much longer than the inverse of the bound water 

anisotropic hyperfine shift, that is ~67 s. It is worth to point out that water residence time on 

Cr3+ aqua ion is known to be as long as 106 s. [5] 

A similar behaviour is exhibited by NH2-MIL-101. 

 

Conclusions  

The analysis of 1H MAS spectra of MIL-101 and NH2-MIL-101 at different levels of hydration 

allowed information on their interaction with water to be obtained. Water bound to CUS Cr3+ 

was distinguished from unbound water residing in the porous space. A lower boundary for 

the residence time of bound water was set to ~67 s. 
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Abstract

The deployment of adsorption cycles for heating and cooling puropses is often limited by poor
efficiency and high reactor volumes determined by the adsorber material used. The appropriate
selection of the solid sorbent in early stages of design can allow to identify quickly the most
promising solutions. In this work, a reliable and robust methodology for adsorber material
screening and selection is proposed and applied to a test set of state-of-the art candidates. The
improvement achieved in the adsorption equilibrium prediction respect to the most frequently
used model is above 60%. In the cases analyzed, SAPO-34 from Fahrenheit and Al-fumarate
from MOF Tech. emerge as widely usable material. The analysis of exergy and volume perfor-
mances allowed to emphasize different design strategies according to the system objective.

Keywords: Material Characterization, Adsorption Equilibrium, Performance Estimation, Op-
timization.

Acronyms
AC Activated Carbon
ATL Averaged Temperature Lift
COP Coefficient Of Performance
DA Dubinin-Astakhov
EN Energy use
EX Exergy use
EV Energy-specific Volume
FHSP Fahrenheit SAPO-34
FJSG Fuji Davison RD silica gel beads
MILP Mixed Integer Linear Programming
MOF Metal-Organic Framework
MOFA MOF Tech. Al Fumarate pellets
MOFC MOF Tech. Al Isophtalate pellets
MSE Mean Square Error
MTSPG Mitsubishi Pl. AQSOA Z02 beads
NU Normalized Use (of energy/exergy)
OBJ Objective function
OKSG Oker Chemie Siogel beads
RMFAC Empa RMF Activated Carbon
RSE Residual Standard Error
SEM Scanning Electron Microscpy

Symbols
C Characteristic energy of adsorption [J/gw]
cp Specific heat capacity [J/g/K]
F Specific work of adsorption [J/gw]
f degrees of freedom of the model
H Specific heat of adsorption [J/gw]
k Total number of points predicted
M Molar weight of water [g/mol]
n Adsorption exponential coefficient [−]
L Latent heat of evap./cond. [J/gw]
p Pressure [mbar]
R Ideal gas constant [J/mol/K]
s Size of the unit [−]
T Temperature [K]
t Time [s]
Q Energy stream [J ]
w Specific adsorbed water loading [gw/gs]
W0 Specific adsorbed water at satur. [gw/gs]
ε2 Squared error
ρ Density [g/cm3]
τ Characteristic time [s]
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Sub- and super-scripts
ad Adsorption
c Critical point of water
con Condenser
de Desorption
env Environment
eva Evaporator
fi Final
hot Hot source of the cycle

i Element in the sum
in Initial
max Maximum
need Energy need/requirement of the system
s Solid sorbent
sat Saturation
T Temperature level
w Water

Introduction

Adsorption energy technologies can play an important role in making energy systems more
sustainable [1, 2]. Cooling, heating, and energy storage systems can be more efficient using
the full potential of adsorbent materials, which allow providing those services requiring little
or no electricity. Nonetheless, there are several factors limiting their widespread application,
including low thermal efficiencies and large volumes when compared to competing solutions
[3].

The performance of adsorption equipment strongly depends on the adsorbent-adsorbate work-
ing pair, and because of that it is highly sensitive to the operational conditions (i.e. temperature,
pressure) [4]. The selection of the appropriate working pair in the early stage of the design -
before prototyping, testing and optimizing the equipment - can therefore enable competitive
applications [5] at minimum time and costs for R&D. This can be achieved by characterizing
the equilibrium thermophysical properties of the materials. These measurements demand only
small amounts of material and allow the estimation of the maximum achievable thermal energy
performance, identifying the most suitable adsorbents [6].

In this work, a methodology for screening adsorbents for water as refrigerant fluid is reported,
taking into account both the characterisation and selection criteria. The methodology was de-
veloped and tested in order to be accurate, easy to implement and applicable to a wide range of
materials. The aims include:

• a more accurate estimation of the maximum thermal performance ;
• a robust method to identify the best adsorbent material depending on the temperature

boundaries;
• a methodology that is applicable to a wide range of materials with very different char-

acteristics.

This has been achieved by:

• introducing a novel model to describe the equilibrium adsorption characteristics;
• applying Mixed Integer Linear Programming (MILP) techniques as a tool for material

selection;
• testing the methodology by estimating the maximum energy performance of state-of-

the-art silica gels, zeo-types, Metal Organic Frameworks (MOFs) and activated carbons
(ACs) for different heating and cooling scenarios.

Methods

Material Characterization

Six adsorbent materials have been selected by virtue of their adsorption characteristics: two
amorphous silica gels (Fuji Davison RD and Oker Chemie SIOGEL), adsorbing water over a
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wide range of relative pressures; two zeo-types (SAPO-34 powder from Fahrenheit and AQ-
SOA Z02 beads from Mitsubishi), adsorbing at low relative pressures; two MOFs (MOF Tech-
nologies Al-OH Fumarate and CAU-10-H) and one AC (developed in-house at Empa) adsorb-
ing at intermediate relative pressures.

Specific heat capacity has been measured on dry samples by differential scanning calorimetry
using a Mettler Toledo DSC 1 instrument, available at CNR-ITAE. Water adsorption isotherms
at temperatures between 10°C and 80°C were measured with a SMS DVS Endeavour and a TA
Instruments VTI-SA+, available at Empa. More detailes about the characterization protocol
used can be found elsewhere [7].

Due to different formats of the studied adsorbent candidates (powders, beads, monoliths; see
Figure 1) the achieved thermal contact during thermal characterization is not uniform, and
when comparing the obtained values for specific heat capacity this should be kept in mind.
For the same reason, for the specific heat of sorption the simplified theoretical value [6] H =
L(T ) + F (T, p) was preferred to experimental values H = H(w). A more detailed discussion
of this will follow below.

Figure 1. Images of some of the characterized materials. From left to right, SEM of FHSP, optical microscopy
of OKSG and MOFA, picture of RMFAC.

Water Adsorption Equilibrium Modelling

The characterization of equilibrium adsorption and desorption of the selected materials at dif-
ferent temperatures highlighted how the widely diffused Dubinin-Astakhov (DA) modelling
approach [8, 9] can fail in terms of accuracy [10]. In fact, the DA model has been developed
for non-polar systems with a uniform pore size distribution. When water is used as sorbate,
the adsorption equilibrium should in general be expected to be temperature dependent [11].
Additionally many of the studied adsorbent materials are characterized by multiple pore types,
ranging from micropores to macropores. Thus, an empirical modification of the DA model,
accounting for two different pore types and for additional linear dependence of the DA param-
eters on temperature, is proposed to increase the accuracy of adsorption equilibria prediction
under different conditions, keeping at the same time the original generality.

As with the original DA approach, we assume the density of the water to be constant. However
we allowed for two different adsorption sites for every material (see equations 1-2, where wad
is the equilibrium adsorption water loading, W0 is the maximum loading capacities, C is the
characteristic energy of adsorption, and n is characteristic of the width of the adsorption peak
and F is the Polanyi adsorption potential, T the temperature, R the ideal gas constant and psat
the saturation pressure and M the molar weight of the sorbate. The subscript 1 and 2 indicates
the two adsorption sites.)
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wad = W0,1 · exp (−(F/C1)n1) +W02 · exp (−(F/C2)n2) (1)

F =
R · T
M

ln(p/psat) (2)

All parameters P ∈ (W0, C, n) are considered to be linearly dependent on temperature (equa-
tion 3).

P = aP · T + bP (3)

To calculate the saturation pressure of water, we used the approximation reported by Wagner
and Pruss [12] (eq. 4-5, where Tc and pc are the temperature and pressure of the critical point
of water respectively).

psat = pc · exp
(Tc
T
·
(
− 7.860 · ν + 1.844 · ν1.5 − 11.79 · ν3+

22.68 · ν3.5 − 15.96 · ν4 + 1.801 · ν7.5
)) (4)

ν = 1− T/Tc (5)

Adsorption and desorption isotherms are in general different, and the difference between them
is known as the hysteresis. The hysteresis will significantly affect the amount of cyclable
water under any conditions that do not encompass both the full adsorption as well as the full
desorption peak. Geometrical and chemical features of the pores may determine the need for
an additional energy to desorb from certain sites (overcoming a bottleneck for example) [11].
As a consequence of such a ”delayed” desorption, the latter can be concentrated in a smaller
range than during adsorption, leading to a higher desorption characteristic energy C and a
modified shape n. This can be expressed according to equation 6, where ∆C and ∆n take into
account the difference between ad- and desorption described above. The two terms describing
the hysteresis are also considered to be linearly dependent on temperature (eq. 3).

wde = W0,1 · exp

(
−
(

F

C1 + ∆C1

)n1+∆n1
)

+W0,2 · exp

(
−
(

F

C2 + ∆C2

)n2+∆n2
)

(6)

Water Adsorption Equilibrium Fitting

To ensure a good quality of the parameters describing the adsorption equilibria, and at the same
time avoid over-fitting, a rigorous curve fitting procedure has been followed.

Firstly, the water isotherms were analysed according to the protocol produced in the frame-
work of the Hycool project [7]. Each ad/de-sorption step is fitted to an exponential function
(w = win + ∆wmax ∗ (1 − exp( t−tin

τ
))), where w and win are the current and initial loading,

∆wmax is the equilibrium uptake for the step, tin and t are the initial and the current time, and τ
is the characteristic response time of the system) using the Nelder-Mead method [13] as imple-
mented in R. If most of the steps were interrupted after reaching 95% of the equilibrium loading
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change (t − tin > 3τ ), the experiment was considered successful and the data accepted. This
systematic control lead to a significant improvement of the reproducibility of the adsorption
curves, reducing scatter and allowing a more reliable interpretation of the results.

The thus obtained data was split using a stratification based on the total loading into a training
set (80%) and a test set (20%), in order to have a more robust fitting in both areas of high
loading and low loading. The random split was performed with the Python library scikit-learn
[14].

The adsorption branch data was then fitted with both the original DA and the adapted model
(eq. 1 and 3). The optimal fit was obtained with the R library nlrob [15]. Subsequently the
parameters ∆C and ∆n (eq. 6) were fitted on the desorption branches.

Maximum Theoretical Performance Estimation

While a precise analysis of the performance and of the cost of adsorption heat exchangers can
only be obtained through a dynamic analysis [16, 17, 18, 19], for a first screening in the early
stage of the design, the effort of constructing the lab-scale prototype necessary for such an
analysis is excessive. From the measured equilibrium data, it is possible to calculate the maxi-
mum achievable energy performance of cooling cycles under well defined working conditions
[6]. The maximum theoretical thermal coefficient of performance (COP), evaluating the ratio
between delivered energy and thermal energy needed to drive the thermodynamic cycle, for
cooling applications can be calculated as a function of the evaporator temperature Teva,the ad-
sorption temperature Tcon, and the hot source temperature Thot. For an ideal cooling cycle, the
transformations are either isosteric or isobar [4]:

COP =L(Teva) ·∆w ·
(∫ T2

Tcon

[cps(T ) + cpw(T ) ∗ w(peva, Tcon)] dT+∫ Thot

T2

[
cps(T ) + cpw(T ) ∗ w(pcon, T )−Hde(T ) ∗ dw(pcon, T )

dT

]
dT

)−1
(7)

The temperature T2, at which the ideal desorption process switches from isosteric to isobar is
[5]:

T2 =
T 2
con

Teva
(8)

The energy and exergy use of the cycles can be respectively approximated as:

EN =
1

COP
(9)

EX =
1

COP
·
(

1− Tenv
Thot

)
(10)

As a first indicator of reactor volume, at least in relative terms, the energy-specific adsorbent
volume (cm3/J) could be used:
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EV =
1

L(Teva) ∗∆w ∗ ρtap
(11)

COPs were pre-calculated as a function of the temperature boundaries only (evaporator, con-
denser and energy source temperatures), for all the materials within the following boundaries:
evaporator between 5°C and 25°C; condenser between 15 and 55°C; hot source between 25°C
and 95°C; environment at 30°C.

Formulation of the Optimization Problem

Finding the most convenient solution to satisfy heating and cooling loads of a specific energy
system can be formulated as on optimization problem [20]. To this end, an objective function
is defined(e.g. energy or exergy consumption) and optimization is used to find the best values
of the decision variables (i.e. the existence and the size of the adsorption heat transformers and
the adsorbent used within each of them), within the limits of some constraints (e.g. satisfying
all the energy needs and complying with the energy balance of the system).

To explore the possibilities of this approach, almost 700 scenarios have been simulated,
with combined heating and cooling demands at different temperature levels (QT

need heating and
QT
need cooling). Each of these demands can have a size of 0, 1 or 2 J: their combinations create

the collection of scenarios analysed. The adsorption cycles used to satisfy the energy needs are
represented by three temperature levels (T evai , T hoti , T coni ), a size (si) and three energy streams
associated to the three temperature levels (QT

i ). The energy streams are normalized such that
for each adsorption heat transformer the evaporator stream is a unitary stream QTeva = 1 J , the
hot source stream is QThot = 1/COP J , and the condenser streams is QTcon = 1 + 1/COP J .
The sign convention used is positive streams for energy entering the system (evaporators and
hot sources), negative streams for energy streams leaving the system (condensers). For each
adsorption heat transformer a different adsorber material can be chosen.

As an example, a system can consist of 2 units of cooling at 5°C, while another system can
consist of 1 unit of cooling at 5°C, 2 units at 15°C, and 2 units of heating at 55°C and so on.
This means for each temperature level, an energy balance has to be satisfied (eq. 12-13).

∑
i

si ∗QT
i = QT

need−cooling (12)

∑
i

si ∗QT
i <= QT

need−heating (13)

Furthermore, the overall system energy balance (eq. 14) should be satisfied for every adsorption
heat transformer.

∑
i,T

si ∗QT
i = 0 (14)

The objective function to minimize can be formulated in a similar way for both energy and
exergy consumption, summing over exergy / energy of heating/cooling cycle (according to eqs
9 and 10 respectively) with a hot temperature above the environment temperature Tenv (chosen
to be 30 °C).
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OBJEN =
∑

i∈{i|T i
hot>Tenv}

si ∗ ENi (15)

OBJEX =
∑

i∈{i|T i
hot>Tenv}

si ∗ EXi (16)

In the case of minimum required volume, the objective function is summed over the volume of
all adsorption heating/cooling cycles (eq. 17).

OBJEV =
∑
i

si ∗ EVi (17)

The Python library mip [21] was used to optimize the choice and the connection of materials and
boundary temperatures to deliver cooling at temperatures between 5°C and 25°C and heating
between 35°C and 55°C, according to energy and exergy use minimization. The evaporators
were restricted to sub-environmental temperatures (T < Tenv = 30°C), pure heat pumping
systems were not included in the analysis.

Results and Discussion

The experimental specific heat capacity and tap densities are shown in Figure 2 and summarized
in Table 1, showing a good agreement with the data available in the literature [16, 22, 23,
24, 25], with the exception of Empa RMF activated carbon that shows a higher specific heat
capacity than typical commercial activated carbons. The specific heat capacity of water has
been assumed to be cpw = 1.271e− 5 ∗ T 2 − 8.170e− 3 ∗ T + 5.493 [26].

Figure 2. Measured specific heat capacity of the adsorbent candidates.

More than 25 adsorption isotherms were measured at at least 3 temperatures in the range of 10-
80°C, including duplicata to ensure good reproducibility. Even if the results are in general not
easy to reproduce in different laboratories and with different sample batches, qualitatively they
were found to be in agreement with other data published in literature [6, 22, 27, 28, 29]. The
quality of the model has been evaluated according to the residual standard error RSE, which is
the square root of the ratio between the sum of the squared errors ε2i , and the degrees of freedom
f (eq. 18).
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Material Code Specific Heat Capacity Tap density
[J/g/K] [g/cm3]

Fuji Davison RD FJSG 0.7 + 0.0019 ∗ (T − 273.15) 0.87
Oker Chemie Siogel OKSG 0.79 + 0.0016 ∗ (T − 273.15) 0.77
Fahrenheit SAPO-34 FHSP 0.93 + 0.0063 ∗ (T − 273.15) 0.85

Mitshubishi AQSOA-Z02 MTSPG 0.84 + 0.0071 ∗ (T − 273.15) 0.60
MOF Tech. Al Fumarate MOFA 0.97 + 0.0034 ∗ (T − 273.15) 0.51

MOF Tech. Al Isophthalate MOFC 0.77 + 0.0086 ∗ (T − 273.15) 0.33
Empa RMF Carbon RMFAC 0.93 + 0.0063 ∗ (T − 273.15) 0.43

Table 1. Material properties. Specific heat capacity is valid between 298 and 393 K.

Code W01 C1 n1 W02 C2 n2
[gw/g] [J/g] [−] [gw/g] [J/g] [−]

FJSG 0.2− 0.00032 ∗ T 260− 0.32 ∗ T 0.01 ∗ T 0.16 710− 0.92 ∗ T 1.7
OKSG 0.62− 0.00086 ∗ T 200 0.94 0.077 150 3.8
FHSP 0.15 500 1.4 0.39− 0.00067 ∗ T 910− 1.8 ∗ T 20

MTSPG 0.088 + 0.00014 ∗ T 720− 1.1 ∗ T 40− 0.247 ∗ T 0.26 620 0.4
MOFA 0.54− 0.00073 ∗ T 490− 0.96 ∗ T 14 0.001 ∗ T 23 0.36
MOFC 0.087 110 3.6− 0.0085 ∗ T 0.3− 0.00015 ∗ T 630− 1.3 ∗ T 0.28 ∗ T

RMFAC 0.25 150 6.2 0.12 210 1.5

Table 2. Proposed water adsorption model fitted parameters

RSE =

√∑
ε2i

f − 2
(18)

The quality of the fitted curves was checked on the test set according to the mean square errors,
obtained dividing the sum of the squared errors by the total number of points k (eq. 19).

MSE =

∑
ε2i
k

(19)

The results of train set fitting and of test set predictions of adsorption equilibria for the Dubinin-
Astakhov (DA) model are shown in Figure 3, while the same results for the proposed model are
shown in Figure 4. The fitted parameters of the proposed model for the adsorption branch are
gathered in Table 2. The results of the proposed model for the desorption branches are shown
in Figure 5. The fitted parameters for the desorption branch are gathered in Table 3. The result
metrics for both models and for both adsorption and desorption are summarized in Table 4.

When comparing the standard DA model with the proposed empirical modification, the latter
seems to provide a better representation (i.e. accurate and significant) of the equilibrium ad-
sorption loadings. The relative improvement achieved in model quality (residual standard error
eq. 18) is normally between 60% and 87%. The only exception is OKER silica gel (OKSG),
which goes from the lowest residual standard error (1.2 %) for the DA model to the highest (1.2
%) for the new approach, thus showing no model quality improvement.

This general model improvement is reflected in better predictions, with an enhancement of the
mean square error of 60% to more than 99%, the latter in the case of Al Isophtalate (MOFC),
that presents an almost perfect step-like isotherm. Interestingly, also for OKER silica gel
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Figure 3. Adsorption modelling results of the Dubinin-Astakhov model.

Code ∆C1 ∆n1 ∆C2 ∆n2
[J/g] [−] [J/g] [−]

FJSG 13 0.0092 ∗ T − −
OKSG 0.04 ∗ T 0.11 0.016 ∗ T 32
FHSP 45 0.0011 ∗ T 280− 0.63 ∗ T −0.017 ∗ T

MTSPG 169− 0.32 ∗ T 92− 0.25 ∗ T 170 0.29− 0.00087 ∗ T
MOFA 0.027 ∗ T 0.014 ∗ T 75− 0.2 ∗ T 0.044
MOFC 0.028 ∗ T − 170− 0.5 ∗ T −

RMFAC − 1.4 21 6.6− 0.02 ∗ T

Table 3. Proposed water desorption model fitted parameters

(OKSG) the predictions are greatly improved, highlighting an improved predictive capability
of the new approach compared to the DA model. Constraining the desorption branch equa-
tion to have the same maximum loading capacities as the adsorption branch is, from the model
fitting point of view, an additional constraint, resulting in a slightly higher mean squared er-
ror (average mean squared error of 2.16e-4 compared to 1.28e-4 for the adsorption branch).
Nonetheless, the results of both the model fit and the predictions are good enough to ensure
that the physical significance of the model is good for the purpose of this work.

Taking a closer look at the fitting results, one can notice how not all the material have the
same dependence on temperature. The Empa RMF activated carbon (RMFAC) has an almost
temperature-independent adsorption behavior, which makes it a very reliable candidate. Other
materials, such as Fuji silica gel (FJSG) and Al Isophtalate (MOFC), have a stronger depen-
dence on temperature.

The maximum calculated COP of 212 single, ideal cycles with temperature boundaries as de-
scribed in the methods section ranged between 0.05 and 0.95, with most of the cycles between
0.75 and 0.85, as shown in Figure 6, in agreement with values found in literature [6, 30].
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Figure 4. Adsorption modelling results of the proposed model

Code DA Ads. RSE DA Ads. MSE Own Ads. RSE Own Ads. MSE Own Des. RSE Own Des. MSE
FJSG 1.1% 1.1e-4 0.4% 1.6e-5 0.6% 1.4e-4
OKSG 1.2% 3.3e-4 1.2% 2.1e-4 0.8% 4.4e-4
FHSP 2.1% 5.0e-4 0.3% 7.6e-5 0.9% 1.6e-4

MTSPG 1.4% 2.2e-4 0.2% 3.9e-5 0.2% 1.8e-5
MOFA 2.7% 5.2e-3 0.4% 3.6e-4 0.7% 2.2e-4
MOFC 1.5% 5.7e-3 0.2% 1.9e-6 0.2% 4.4e-4

RMFAC 2.2% 4.9e-4 0.7% 1.9e-4 0.9% 9.7e-5

Table 4. Water adsorption modelling results. RSE are calculated over the train sets, while MSE are calculated
over the test sets.

In order to show the applicability of the methodology to complex energy needs and to screen
among materials to see which ones are more recurrently selected, the energy use, the exergy
use, and the reactor volume objective functions were minimized for more than 695 scenarios, as
described in the Methods section. As shown in Figure 8 and 9, it was possible to achieve good
system efficiencies for most of the scenarios. For analysing the results, the optimal solutions
have been plotted against the averaged temperature lift (ATL) respect to the environmental
temperature Tenv=30 °C (eq 20).

ATL =

∑
Tneed

QTneed
need ∗ Tneed∑

Tneed
QTneed
need

− Tenv (20)

To compare scenarios with different amount of energy needs, the normalized energy and exergy
use (NU, eq. 21) are plotted.

NU =
OBJ∑

Tneed
QTneed
need

(21)
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Figure 5. Desorption results of the proposed model.

Figure 6. Distribution of pre-calculated COP . Figure 7. Distribution of pre-calculated EV .

As is expected, higher/more positive temperature lifts allow for better thermodynamic perfor-
mance, including the ones that are generated as a combination of energy needs at different
temperatures. Only in few cases the NU of energy was above 1.1 (for ATL below -15 °C) and
the NU of exergy was above 3.

It can also be noted how, for some scenarios of mixed heating and cooling (ATL between -5 and
10), extremely compact design are achievable (theoretical minimum energy-specific volumes
below 1 mm3/J , see figure 10). This is the case when one adsorption heat transformer can
provide cooling and heating at the same time, which means that the temperature levels are not
far from each other (e.g. cooling at 15°C and heating at 35°C, with ATL of -1.7 °C), but these
scenarios are less likely to exist in industry.

Looking at the composition of the optimal solutions, as in Figure 11 and in Figure 12, it is
possible to notice that most of the optimal solutions are composed of 3 to 5 adsorption heat
transformer. Cascade configurations (where the condenser of one cycle feed the evaporator
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Figure 8. Minimum normalized energy use as a func-
tion of the averaged temperature lift.

Figure 9. Minimum normalized exergy use as a func-
tion of the averaged temperature lift.

Figure 10. Minimum normalized volume as a function of the averaged temperature lift.

of another cycle) are beneficial when the energy needs happen at very different temperature
(e.g. when cooling at 5°C and heating at 55°C are required, as in Figure 13). When energy
or exergy consumptions are being minimized, the majority of the adsorption heat transformers
use Fahrenheit SAPO34 (FHSP) (for low adsorbate partial pressure cycles) and Al fumarate
(MOFA) (for intermediate adsorbate partial pressure cycles), proving that they are the most
promising materials for the here studied scenarios. Most of the remaining cycles are using
Misubishi AQSOA Z02 beads (MTSPG) and Al Isophtalate (MOFC), which means that also
these two candidates have many possible applications and should not be discarded. The negli-
gible thermal dependency and hysteresis of the Empa RMF activated carbon (RMFAC) seems
to be favorable in exergetic terms, even if the total water capacity is lower than the one of some
of its direct competitors.

While these first two indicators are informative about the operational expenditure, having low
running costs is often not enough, especially when competing with conventional heat pumps.
In the scenarios minimizing the reactor volume, the figure for cycles at intermediate relative
pressures change completely: the low density of the MOFs is too penalizing, and almost only
the denser zeo-types are used. This emphasize how a screening only based on the adsorption
isotherms is not the most efficient, and some parameters representing the integration on the heat
exchangers must be included. Using VEN is a good first approximation, but it is important to
keep in mind that different material formats (powders, granules, monoliths) provide different
packing density according to their shape and size distribution. It is interesting to notice how

237



Figure 11. Distribution of number of adsorption heat
transformers per system for energy and exergy con-
sumption, and for volume minimization.

Figure 12. Adsorbent material candidates use for en-
ergy and exergy consumption, and for volume mini-
mization.

Figure 13. Example of cascade configuration for mixed energy needs (cooling at 5°C and heating at 55°C, with
minimum energy use). Part of the cooling needs are satisfied with a less efficient cycle using MOFA, but gaining
overall efficiency thanks to its synergy with the heating cycle.

the silica gels, despite their good adsorption capacity, are rarely a good choice because of the
adsorption hysteresis and of the broad adsorption peak, both limiting the actual cycled water.

Looking at specific scenarios is the goal of a screening performed by the system de-
signer/developer interested in a specific application. In general, simple energy needs lead to
simple solutions. For example, refrigeration at 5°C is most energy-efficiently provided by a
single adsorption cycle using Fahrenheit SAPO34 (FHSP) fed by a hot stream at 85°C and dis-
charging energy to a 35°C condenser. This solution, which is thermodynamically challenging,
has an ATL of -25 °C and an overall NU of energy of 1.3. The exergy minimization brings to
the same choice, as the COP loss using lower temperature hot streams is in this case too big,
while if the reactor must have the minimum possible volume, a hot stream temperature of 95°C
is preferred.

If the energy needs are more diverse, such as is the case depicted in Figure 13, having multiple
reactors is more convenient. If the amount of cooling energy needed does not surpass the needs
for heating, the minimum number of adsorption heat transformers is equal to the number of
temperature levels of the energy needs. From the illustration, one can appreciate how the NU
of energy is minimized thanks to the double use of the Al Fumarate (MOFA) adsorption cycle.
This combined heating and cooling scenario is characterized by an ATL of 0 °C and a NU of
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energy of 0.85.

The use of energy sources at different temperatures, often recurring in scenarios characterized
by complex energy needs, add some complexity to the system, for example spilling some of
the hot streams from one reactor to another or having multiple heat generators. Anyway, it
brings efficiency improvements also on the generator side (e.g. minimizing the fraction of
solar collectors running at high temperatures).

Conclusions

In this work, a reliable and robust methodology to screen and select adsorbent materials for
heat transformers was presented. The characterization of tap density, and of specific heat ca-
pacity and equilibrium water vapour sorption at different temperatures provided with enough
information to evaluate the maximum achievable performances of heating and cooling cycles
with respect to energy use, exergy use and volume required.

The equilibrium adsorption data use was improved by the fitting of a novel empirical modi-
fication of the Dubinin-Astakhov model, that shows increased significance and accuracy with
respect to the original.

Ideal adsorption cycles have been evaluated as a function of adsorbent temperature dependent
properties and target system temperatures only. The simulation and optimization of different
application scenarios allows to determine the most suitable candidates, as well as some system
design insights (e.g parallel/cascade configurations).

In conclusion, the methods presented here proved to be a powerful tools to help material, equip-
ment and system developers to estimate the achievable performances, and to focus the R&D
efforts only on the most attractive candidates.
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Abstract  

This paper proposes a novel closed-form analytical model to predict the sorption performance 

of a prototype pin fin heat and mass exchanger (PF-HMX), using the Eigen function 

expansion method to solve the governing energy equation. The proposed transient 2-D 

solution includes all salient thermophysical and sorption properties, sorbent geometry, 

operating conditions, and the thermal contact resistance at the interface between the sorber 

bed heat exchanger and sorption composite. The analytical model validated successfully 

using the sorption data from a custom-built gravimetric large temperature jump (G-LTJ) test 

bed.  

Keywords: Sorption system, Analytical modeling, Coefficient of performance, Specific 

cooling power. 

Introduction/Background 

The heating and cooling systems consumes over 60% of the residential and almost 50% of 

the commercial building energy [1]. Powered by electricity, vapor-compression systems 

(VCR) are the most common cooling technologies in the market. And since more than 80% 

of the global energy– including electrical power generation [2], [3]– is generated from fossil 

fuels, building heating and cooling systems are major greenhouse gas emitters [4], which 

leads to catastrophic environmental impact including the climate change. 

Furthermore, fluorocarbon-type refrigerants used in VCR systems are not only potent 

greenhouse gases but also implicated in ozone depletion [5], [6]. 

Almost 70% of the global primary energy is lost as waste heat [7], with low-grade energies 

(temperature sources below 100℃) constituting 63% of this untapped energy [7]. Sorption 

Waste-heat driven cooling/heating systems have the potential to offer a solution to world 

energy needs and reducing environmental pollutants. Sorption cooling and heating systems 

(SCHS) have recently drawn immense attention as an alternative technology that enhances 

the efficiency of energy systems to reduce reliance on fossil fuels for heating and cooling. 

However, they have not been widely adopted due to following: i) low thermal conductivity 

and diffusivity of the sorbent composites; ii) low heat and mass transfer due to the 

inefficiency of existing sorber bed heat exchanger designs; and iii) low operating pressure 

(near vacuum), all of which lead to large, inefficient, and costly SCHS [8]–[11].  

To address some of these challenges, this study evaluates a new PF-HMX sorber bed design, 

proposed as an alternative to off-the-shelf sorbers. The proposed PF-HMX can provide both 

high COP and enhanced heat and mass transfer inside the sorber bed. To assess the 

performance of the proposed PF-HMX, we developed a predictive analytical closed-form 

model to provide accurate and fast evaluation of SCHS performance as a function of the 

design, sorption material properties, and operating conditions. 

There are several studies in the literature with the focus of developing sorber beds, the 

specification and performance of these SCHS systems are summarized in table 1, which 
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includes working pairs, sorber bed HMX design, reported SCP, COP, and MR. However, one 

can conclude that the literature lack an closed-form solution which includes the geometry of 

HMX, salient thermophysical and sorption properties as well as operational input parameters 

and: (i) cosiders the transient behavior of sorber bed; and (ii) thermal contact resistance at the 

interface between the sorption material and the HMX. 

To enhance the thermal diffusivity of the sorbent material, a consolidated composite, 

consisting of CaCl2, silica gel B150, with added natural graphite flakes is prepared. The 

thermally conductive additive, natural graphite flakes, reduce the active sorbent fraction in 

the composite creating a need for establishing an optimum composition for specific 

application, more details can be found in our previous study [12]. 

To this end, a 2-D analytical solution is developed for a PF-HMX. In addition, using the 

proposed model, a new PF-HMX is designed, fabricated and validated against the data 

collected from our custom-built G-LTJ test under a range of operating conditions. The 

proposed model for PF-HMX is validated against gathered experimental data. Our proposed 

PF-HMX beds achieved a SCP of 1160 W/kg, a COP of 0.68, with a MR of 3.3, under the 

operating condition of a sorption chiller: Tdes=90 °C, Tads=Tcond=30 °C and Tevap=15 °C. 

Performance parameters 

SCP is defined as the evaporative cooling rate generated per mass of dry sorbent material, and 

represents how fast the heat and mass transfer processes take place in the sorber bed, Eq. (1).  

@
sorb fg

fg Tevap evapads

sorb sorb

d
m h dt

hdtQ
SCP

m m





  


  


 

(1) 

where, Qevap is the evaporative cooling energy (J), msorb is the sorbent mass (kg), ω is the sorbate 

uptake (g sorbate/g sorbent), hfg is the sorbate enthalpy of evaporation (J/kg), and τ is the cycle 

time (s). 

COP, defined as the ratio of the evaporative cooling energy to the input energy, which is the 

summation of desorption heat and sensible heat, Eq. (2). COP can be increased by: (i) enhancing 

the heat and mass transfer r   ate in the sorber bed, to increase both the evaporative cooling 

energy and the desorption heat, which overall increases COP, and (ii) decreasing the thermal 

inertia of the HMX, which reduces the (sensible) heat input needed to perform the temperature 

swing during the adsorption and desorption cycle. 
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 (2) 

where, Qevap is the evaporative cooling energy (J), Qinput is the input thermal energy (J), Qsens is 

the thermal energy required to overcome thermal inertia of the sorber bed HMX (J), Qdes is the 

thermal energy consumed for desorption (J), msorb is the sorbent mass (kg), mHMX is the mass of 

HMX (kg), ω is the sorbate uptake (g sorbate/g sorbent),  hfg is the sorbate enthalpy of 

evaporation (J/kg), cp is the specific heat (J/(kg K)), and T is the sorbent temperature (K). 

In order to properly evaluate the performance of sorption cooling system, the MR of sorber bed 

masses to sorbent material is also considered as follows: 
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  (3) 

where mHMX is the mass of HMX (kg), msorb is the sorbent mass (kg), and mHTF is the heat 

transfer fluid (HTF) mass. 

Table 1: A summary the specification and performance of available studies with a reasonable compromise 

between SCP, COP and MR. * HTF data was not available in the publication. 

Ref Sorption pair S-HMX 
tcycle 

(min) 

SCP 

(W/kg) 
COP MR 

[13] 
Coating silica gel + 

CaCl2(SWS-1l)/ water 
Aluminum finned tube 10 137 0.15 

4.47 

* 

[14] 
Coating AQSOA-FAMZ02/ 

water 

Extruded Aluminum finned-tube 

heat exchanger 
 295 0.21 

5.37 

* 

[15] 
Loose grain AQSOA-FAM 

Z02/water 
Round tube-fin packed 20 120 0.3 7.86 

[15] 
Loose grain AQSOA-FAM 

Z02/water 
Round tube-fin packed 20 70 0.45 3.29 

[16] 
Loose grain LiNO3–Silica 

KSK/water (SWS-9l) 
Aluminum finned flat tube 6.4 318 0.176 

2.82 

* 

[17] 
Loose grain AQSOA-FAM 

Z02/water 
Aluminum finned flat tube 7 394 0.6 3.61 

[18] 
Coating zeolite, SAPO-

34/water 
Aluminum finned flat tube 5 675 0.24 10 

[18] 
Loose grain zeolite, SAPO-

34/water 
Aluminum finned flat tube 5 498 0.4 4.11 

[19] Coating SAPO- 34/water 

Aluminum sintered metal fiber 

structures soldered on flat fluid 

channels 

10 852 0.4 4.15 

[20] 
Coating silica gel + 

CaCl2/water 
Aluminum plate-finned HMX 10 1005 0.6 4.7 

[21] 
Coating silica gel + 

CaCl2/water 
Aluminum finned-tube HMX 10 766 0.55 4 

Model developement 

Based on the general approach reported in our lab’s previous publications [20]–[22], a new 2-D 

analytical solution is proposed to determine the parameters inside the in-line arrangement of pin 

fin heat/mass exchanger, these include: transient temperature distribution, heat transfer rate, 

uptake and the sorption performance. Figure 1 shows the solution domain schematically which 

includes PF-HMX, HTF, and the sorbent material. The assumptions used to develop the model 

include:      

 Two-dimensional, transient heat and mass transfer with constant thermo-physical 

properties, 

 Constant temperature for the HTF, due to the relatively higher heat capacity of the heat 

transfer fluid [23], 

 The boundaries of the sorbent and the fin that are in contact with low pressure refrigerant 

vapor are assumed to be adiabatic, i.e., due to the low Biot number [24][8], and 
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 The radiative heat transfer is neglected because of low temperature difference between the 

sorbent and surrounding (10-20 K). 

From these assumptions, the energy equation can be written as follows for both sorbent and 

HMX fin. 

 

Fig. 1. Schematic of the solution domain consisting of sorbent coating and pin fin heat and mass exchanger, in-line 

arrangement is shown. For dimensions of the PF-HMX see table 2. 
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where, Ti is the temperature of the ith layer (K), α is the thermal diffusivity for the ith layer 

(m
2
/s), ρ is the density for the ith layer (kg/m

3
), cp is the specific heat (J/(kg K)),  r and z are the 

coordinates, t is time (s), Hads is the enthalpy of adsorption (J/kg), and Gi is the heat generation 

inside the ith layer and i=s and i=f represent the sorbent and HMX domains, respectively. The 

boundary conditions are: 
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where, Ti is the temperature of the ith layer (K), Δs is the sorbent thickness (m), ΔHMX is the 

HMX thickness (m), Rf is the fin radius (m), L is the fin height (m), A is the heat transfer area 

(m
2
), k is the thermal conductivity for the ith layer (W/(m K)), h is the convective heat transfer 

coefficient (W/(m
2
 K)), r and z are the coordinates, t is time (s), and TCR is the thermal contact 

resistance between fin and sorbet. 

The initial condition for temperature is 

0( , ,0)iT r z T  (11) 

Non-dimensional variables were defined: 
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where, i is the dimensionless temperature of the ith layer, Fo (Fourier number) is the 

dimensionless time,  and ξ are the dimensionless coordinates, and gi is the dimensionless heat 

generation inside the ith layer. Using the aforementioned dimensionless variables, the 

dimensionless energy equation as well as the boundary and initial conditions can be obtained: 
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(17) 

A MATLAB code is developed to calculate the eigenfunctions and eigenvalues in both spatial 

coordinates along with the Gamma function as a function of Fourier number (dimensionless 

time). After solving the equations, the dimensionless temperature is acquired: 

1 1

( , , ) ( ) ( ) ( )n nm nm

n m

Fo Fo     
 

 

    (18) 

The methodology of the solution is presented in Appendix A.  

Experimental study 

A number of CaCl2-silica gel composite sorbents with 0-20 wt.% graphite flake contents is 

prepared.  Polyvinyl alcohol (PVA) binder (40,000 MW, Amresco Inc.) is dissolved in water. 

Following this, CaCl2 and silica gel (SiliaFlash
®
 B150, Silicycle, Inc., Quebec, Canada) and 

graphite flakes (consisting of both 150 μm fine particles and thin flakes up to 1.3 mm long, 

Sigma-Aldrich) are added to the aqueous solution. The slurry composites a coated on the 

designed PF-HMX and oven-dried at 70 °C then cured at 180 °C, each for 4 hour, see Fig. 2 for 

more details. Thermophysical characteristics of the heat exchanger and sorbent materials with 

different amount of additives were measured using a transient plane source (TPS), hot disk 

thermal constants analyzer, as per ISO 22007- 2 ( ISO220 07-2, 20 08 ) (TPS 250 0S, 

ThermTest Inc., Frederiction, Canada) and described in Table 2 [25], [26]. Sorbent thickness 

around each fin and fin diameters are measured as 5 mm and 4 mm, respectively. Fig. 3 shows 

the gravimetric large temperature jump (G-LPJ) test bed custom-built in our lab used to validate 

the developed analytical solution. 

 

Fig. 2. (a) Pin fin structure designed in SolidWorks to be bolted on top of a copper heat exchanger in the GLTJ test 

bed, (b) building cylinders around pin fins and fill them with sorbent material. (c, d) PF-HMX coated with the 

composite sorbent, silica gel, CaCl2, PVA and graphite flakes. 

  

Fig. 3. (a) Schematic diagram and (b) picture of the G-LTJ test bed. 

(a)

(b)

PF-HMX

Scale

Evap/Cond

Thermal 

bath
Vacuum chamber
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To simulate the operation of SCHS, HTF was pumped through the PF-HMX and the 

temperature cycled between 30°C and 67°C for sorption and desorption, respectively. Two four-

way valves were used to switch the HTF between the sorber bed and the buffer for desorption 

and sorption processes. The buffer was used for heat recovery purpose. The sorber bed and the 

copper PF-HMX were placed inside a vacuum chamber, which was connected to the 

evaporator/condenser that was maintained at 15 °C. The whole test bed was degassed for five 

hours using a vacuum pump to dry the sorbent material before the tests. The vacuum chamber 

was placed on a precision balance (ML4002E, Mettler Toledo) with an accuracy of 0.01 g to 

measure the mass change due to the sorbate uptake. Five K-type thermocouples with an 

accuracy of 1.1 °C were passed using a feed-through in the vacuum chamber to measure the 

sorbent temperature. The instruments were connected to a PC through a data acquisition system 

and in-house software written in LabVIEW environment. The maximum uncertainties of the 

measured COP and SCP were estimated to be 8% and 5.7%, respectively. More information on 

uncertainty analysis can be found elsewhere [26]. 

Table 2: A summary Graphite flake content in the sorbent, thermophysical properties, geometrical specifications, 

and SCHS cycle parameters used for the baseline case and model validation. 

Model validation 

Figure 4 shows the mass change of the sorber bed for the sample with 0 % amount of graphite 

flakes. Measured mass change of the sorber bed is due to: (i) the water uptake by sorbent 

material, (ii) fluctuations such as thermal expansion, contraction, and vibration of the flexible 

hoses, and (iii) density changes of the heat transfer fluid (HTF) due to the temperature swings 

between adsorption and desorption processes. In order to deconvolute the mass change caused 

by the water uptake from others, a number of baseline experiments were run under the same 

operating conditions but with the valve between the sorber bed and the evaporator/condenser 

kept shut. Consequently, baseline did not include the effect of water uptake. After measuring the 

baseline signal, the valve was opened and the experiment was repeated; the blue line shows the 

total mass change of the sorber bed, including water uptake. Subtracting the total mass from the 

baseline represents the actual water uptake changes.  

 Baseline case  Validation with G-LTJ test bed 

 Sorbent Al fin Al tube  Sorbent Al fin Copper tube 

φ (wt%) 10 - -  0-20    

ρ (kg/m
3
) 665 2699 2699   2699 8932 

c (J/kgK) 1082 909 909   909 386 

α (m
2
/s) 4.1e-7 9.6e-5 9.6e-5   9.6e-5 1.1e-4 

hads (J/kg) 2.77e6 - -  2.77e6  1.5 

Rf, Δs, ΔHMX (mm) Δs = 2 Rf = 2   Δs = 5 Rf = 2  

L, Hc, Wc (cm) L=2 L=1.5 Hc=0.6, Wc=1.3  L=1.5 L=1.5 Hc=0.5, Wc=4 

t (min) 15    In Fig. 6   

TCR.A(K m
2
/W) 

0.0019 

[22]) 
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Fig. 4. Mass changes of the sorber bed with 0% graphite flake content in G-LTJ test bed due to the variations in 

water density and fluctuations during the sorption (30 ℃) and desorption (67 ℃). 

Figure 5 shows variation of average sorbent temperature versus time for varying amounts of 

graphite flakes. By adding graphite flake, the sorbent thermal diffusivity improves up to 500% 

[27], which enhances the heat transfer from HMX to the sorbent. For samples with higher 

amounts of graphite flakes and lower amounts of active material, the heat of sorption decreases. 

Figure 6 shows the variation of the water uptake versus time for varying amounts of graphite 

flakes in the sorbent. In the early stage of sorption (the first 10 to 15 minutes), adding graphite 

flakes enhances water uptake. As the sorbent approaches saturation, the heat generation rate 

reduces and the trend starts to reverse. Moreover, a greater amount of graphite flake reduces the 

amount of active material leading to lower uptake and performance as the sorbent reaches 

equilibrium. The equilibrium uptakes measured with G-LTJ test bed are in good agreement with 

thermogravimetric sorption analyzer (TGA) equilibrium data, for more information, see [26]). 

 

Fig. 5. Variation of average sorbent temperature through 

the time for different amount of graphite flakes 

 

Fig. 6. Effect of graphite flake content on water uptake 

Figure 7 shows the effect of graphite flakes on the SCP and COP based on Eqs. (1) and (2). It 

can be seen that the present analytical model is in a good agreement with the experimental 

results. Moreover, for small sorption times (the first 10 to 15 minutes), SCP increases 10 to 30% 

by adding graphite flakes. Thus, during early stages of sorption, the sorption rate and heat 

generation is high, resulting in a need for higher thermal diffusivity which in turn causes higher 

uptake. However, over longer periods of time, such as when the sorbent approaches saturation, 

the need for higher thermal diffusivity reduces as the sorption rate decreases. The trend starts to 

reverse and the sorbent with higher active material has higher uptake and of course higher SCP. 

Additionally, for small sorption time, the sample with higher graphite flakes has higher uptake 

and thus higher COP. As we approach saturation phase, the sample with smaller amount of 

additives and greater amount of active material has the highest uptake and COP. 
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Fig. 7. Comparison between the present analytical model and the experimental data collected from our G-LTJ test 

bed for 0 and 20 wt% graphite flake content in the sorbent composite. 

Performance evaluation  

The baseline case is investigated for the operating conditions of the sorption chiller: Tdes=90 °C, 

Tads=Tcond=30 °C and Tevap=15 °C. SCP, COP, and MR are calculated as the performance 

metrics based on equations. (1), (2), and (3). Note that mass of heat transfer fluid was not 

available for some studies. The PF-HMX with relatively low MR reaches a SCP of 1160 W/kg 

and COP of 0.68. Fig. 10 displays the performance of PF-HMX versus state-of-the-art published 

researches. Note that the composite silica gel/CaCl2 sorbent used in the PF-HMX, [20] and [21] 

provide higher SCP and COP. Silica gel/CaCl2 sorption kinematic occurs over the entire range 

of relative pressure 0.06<P/P0<0.4 which makes it a good candidate for AC applications [26]. 

Conversely, sorption for zeolite-based materials, such as SAPO-34 and FAM Z02, utilized in 

[13]–[19] occurs in a narrow range of relative pressure which limits the application to specific 

operational temperatures.  

  

Fig. 8. PF-HMX comparison in terms of the MR, SCP and COP versus the available studies. Fin radius and sorbent 

thickness of PF-HMX 1 are 2 mm and 5 mm, respectively, while fin radius and sorbent thickness for PF-HMX 2 are 

1mm and 2 mm respectively. * HTF data not provided. 

Summary/Conclusions  

A novel closed-form 2-D analytical model was developed to determine the conjugate heat and 

mass transfer and performance of PF-HMX. The analytical solution included material 

properties, operating conditions and all design parameters such as sorbent geometry, HMX 

geometry, and fluid channel height. The current 2-D model was successfully validated based on 

experimental results collected from custom-built G-LTJ test bed. 

To this end, we compared two arbitrary geometries of PF-HMX with other studies and found 

that PF-HMX with a relatively low MR could provide high SCP and COP. 
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Appendix A  

Dimensionless energy equation obtained as (12) where 
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,  

,  

r
i

s

i f

i s








 



 (A.1) 
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,  
i

s

i f

i s





 


 (A.2) 

Water uptake can be simulated as a function of operating conditions such as pressure and 

temperature of sorber bed. a linear relationship between water uptake and sorbent temperature is 

achieved by [12], [22] for each pressure during isobaric desorption and adsorption processes.  

Eigen function expansion method is used to solve the dimensionless energy equation and 

boundary conditions. Based on Eqs. (12)-(18), the following eigenvalue problem can be derived 

in ξ direction [28], [29].  

'' 2 0     (A.3) 

' 0  at =0Bi     (A.4) 

0  at =0   (A.5) 

The following transcendental equation is achieved to calculate the eigenvalues. 

tan( ) Bi    (A.6) 

The eigenfunction related to each eigenvalue are given as follows. 

cos( ) tan( )sin( )      (A.7) 

Furthermore, the following eigenvalue problem can be established in η direction. 
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2

,k k kq r   (A.14) 
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,f f rp k  (A.15) 

This is a singular eigenvalue problem because of non-continuous p, r and q. Further, ω
2
k, 

depending upon the thermophysical properties and geometrical characteristics of the sorbent and 

the fin, can be positive, negative or zero. Therefore, there is no simple solution with 

eigenfunction and transcendental equation for the eigenvalue problem. The approximated 

solution proposed by[28], [30] is followed in the present paper. The eigenvalue problem is 

approximated by identically diving the cylinder (sorbent and fin) into n-1 intervals. The finer the 

division, the better the approximation. The following equations represent the new eigenvalue 

problem with boundary conditions. 

2
2

2

1
0k

d d

dd
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d
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  (A.17) 

1 =  , 2,3,..,n-1k k k =   (A.18) 
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  (A.20) 

The following equations are also established to consider TCR as an imaginary layer at the 

interface between sorbent and the fin.  
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1
0k

d d

dd


 

 
     (A.21) 

0 k   (A.22) 
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The following eigenfunction can be achieved for each interval (ξk-1<ξ<ξk). 
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 (A.26) 

 2absk k    (A.27) 

The Eigen functions for each interval can be calculated as follows by substituting 

abovementioned eigenfunctions into boundary conditions ((A.17)-(A.20)). 
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1 0 1 1 0A B     (A.28) 

1 1 1 1( ) 0,  2,..., 1k k k k k k kB A A B k n             (A.29) 

1 0n n n nB A      (A.30) 
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(A.36) 

A linear system of homogenous equation formed based on Eqs. (A.28)-(A.30) is derived as 

follows in order to calculate the eigenfunctions. 

   0K    (A.37) 

The transcendental equation is obtained to calculate the eigenvalues by equating the determinant 

of coefficient matrix [K] to zero. 

  det 0K   (A.38) 

Sign-count method, developed by Mikhailov and Vulchanov, is utilized to solve the 

transcendental equation [28]. 

Eventually, eigenfunction are evaluated as follows. 

0 1    (A.39) 

1 1 1/A B    (A.40) 

  1 1 1 1/ , 1,2,..., 1k k k k k k kA A B B k n            (A.41) 

Subsequently, the accuracy of the eigenfunction is evaluated for the last interval. If the required 

accuracy, 1e-8 for this study, is not satisfied, then the finer intervals will be chosen based on the 

algorithm proposed by [30] until it is satisfied. 

1 max,  .n n n n global globalB X A X n       (A.42) 

To this end, the eigenfunctions in ξ and η directions are evaluated. The last step is to acquire 

Gamma function. Gamma function, which shows the time variation of θ, can be expanded in the 

form of infinites series of products of eigenfunctions in ξ and η directions as follows. 

253



*

1 1

( ) ( ) ( ) ( ) i nm n nm

n m

g Fo g Fo   
 

 

   (A.43) 

where, g
*
nm can be calculated based on orthogonal property of the eigenfunctions as follows. 
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By substituting Eqs. (18) and (A.43) into Eq. (12), the following ordinary differential equation 

can be obtained for Gamma function.  
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Finally, Gamma function is evaluated as follows.  
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Nomenclature 
A heat transfer area, m2 Greek evap evaporator 

Bi 
heat transfer Biot number 

λ 
eigenvalue in η direction for 

mass diffusion problem 
eq equilibrium 

c 
specific heat capacity, Jkg-

1K-1 
β 

eigenvalue in η direction for 

heat transfer problem 
f fin 

Fo 
Fourier number 

γ 
eigenvalue in ξ direction for 

heat transfer problem 
fs fin spacing 

H height, m η dimensionless coordinate of r HTF heat transfer fluid 

h
 

convective heat transfer 

coefficient, Wm
-2

K
-1

 
ξ dimensionless coordinate of z s sorbent 

Hads enthalpy of adsorption, J kg
-1

 τ cycle time, s Subscripts 

hfg 
enthalpy of evaporation, J kg

-

1
 

Ɵ dimensionless temperature COP 
coefficient of 

performance 

k 
thermal conductivity, W m

-1
 

K
-1

 
κ 

dimensionless thermal 

conductivity ratio 
G-LTJ 

gravimetric large 

temperature jump 

L height of adsorbent, m
 

α thermal diffusivity, m
2
s

-1
 MR mass ratio 

p pressure, Pa μ 
dimensionless thermal 

diffusivity 

PF-

HMX 

pin fin heat and mass 

exchanger 

p0 saturation pressure, Pa Λ dimensionless thermal contact PVA polyvinyl alcohol 
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conductance 

R radius, m
 

ω 
adsorbate uptake, (kg 

adsorbate/kg dry adsorbent) 
SCHS 

sorption cooling and 

heating system 

Δ thickness, m
 Subscripts  SCP specific cooling 

power 

t time, s
 

0 initial condition TCR 
thermal contact 

resistance 

r radial coordinate ads adsorption 
TGA thermogravimetric 

sorption analyzer 

T temperature, K c channel 
TPS transient plane 

source 

z coordinate
 con

d 
condenser   

R thermal resistance, K  m
2
 W

-1
 des desorption   
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Abstract  

This work describes the methodology used to realize a performance analysis of an ammonia-

water condensing gas absorption heat pump. This heat pump shows a nominal heating output 

of 18,9 kW for outdoor temperature of 7°C and delivery temperature of 35°C, and it is designed 

for domestic hot water and heating production. The experimental results obtained in the 

laboratory are contrasted with those obtained from the monitoring of two residential facilities 

in the northern part of Belgium. The experimental tests were carried out in a climatic chamber 

to simulate different outside climatic conditions regarding temperature and humidity; different 

tests conditions were imposed based on a combination of the EN 12309 requirements and 

typical Belgium weather data. Measures of gas consumption, electrical consumption, water 

flows and temperatures were collected to compute performance indicators. On the other hand, 

the monitoring data was analyzed and contrasted with the experimental results to determine the 

effect of different variables over the system performance. The differences found are described 

and discussed. 

Keywords: Gas Heat Pump, Absorption, Experimental, Monitoring. 

 

Introduction/Background 

International commitments related to energy use, environmental impact and decarbonization 

goals are increasingly restrictive and ambitious. The COP21 objectives signed in 2015 in Paris 

to limit global warming to 2 K above pre-industrial levels have encourage commitments at both 

national and regional levels. Without going any further, in Belgium at the end of 2020 the 

Walloon Region has legally acted that the reduction of its territorial greenhouse gas emissions 

should reach at least 95% compared to the 1990 levels by the year 2050 [1]. 

To achieve these goals, a more detailed analysis in terms of energy consumption and final 

energy use is necessary in order to focalize the efforts. Is in this line that the building sector 

has been pointed as one of the key areas in the matter; in 2017, the household sector represented 

30% of the final use of energy consumption in the European Union (EU), only being surpassed 

by the industrial sector [2]. Furthermore, 80% of the energy used in the residential sector was 

destinated for domestic hot water (DHW) and space heating (SH) production.  

It is here where heat pumps represent an interesting topic. Studies have shown that heat pumps 

are a good alternative to reduce the energy consumption and CO2 emissions, of which a 

significant part is destinated to buildings in Europe [3-5]. Between 2005 and 2018, the use of 

heat pumps in the heating sector in the EU represented an increase in energy consumption of 

8.3 Mtoe, surpassed only by the use of solid biomass [6]. Related to this and according to 2016 

data, the energy consumption in dwellings in Belgium destinated just to space heating and 

water heating represented 1.52 Mtoe [7], where the consumption of natural gas represented a 

45.6% of the total energy consumption followed by electricity consumption (29.7%) [8]. 
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An attractive alternative to traditional appliances is gas absorption heap pumps (GAHP) since 

thanks to the competitive price of gas, it offers substantial cost and energy savings compared 

to conventional commercially available systems for water heating [9]. However, the correct 

integration, sizing, and control of the system is of vital importance to not negatively affect the 

COP [10]. 

In this work, an experimental analysis of a gas driven absorption heat pump was conducted. 

Different outdoor ambient conditions regarding temperature and humidity were emulated in 

the laboratory to characterize its behavior and to estimate performance indicators. Besides, the 

system has been installed and monitored quite exhaustively in two residential houses in the 

northern part of Belgium for the whole year 2020. The results obtained in the laboratory and in 

the field are compared, finding differences in the behavior of the systems. 

 

Description of the system 

Designed for space heating and domestic hot water (DHW) for residential applications, the 

tested gas absorption heat pump (GAHP) has a nominal heating capacity of 18.9 kW. The 

system is based on the Water-Ammonia absorption cycle using outdoor air as renewable energy 

source (low-temperature heat source) and natural gas combustion as high-temperature heat 

source; the delivered hot water is the medium-temperature heat sink. The working principle of 

the system is represented in the diagram shown in Figure 1.  

To heat the absorbent-refrigerant solution in the Generator (GEN), a Burner (BRN) driven by 

natural gas is used. The heat delivered to the GEN causes the separation of the two components 

of the solution by desorption. The desorbed ammonia vapor leaves the GEN and passes through 

the Rectifier (REC) to remove the last parts of water that could remain. Then it continues to 

the Condenser (COND), transferring the heat of the refrigerant to the water destinated to the 

Heating Circuit (HC) e.g., radiators, floor heating or others. The water is previously Pre-Heated 

in a heat exchanger (PH) by the combustion gases and is impulsed by the Water Circulation 

Pump (WP). 

To reduce its pressure, the refrigerant leaving the COND is throttled by means of a restrictor 

valve and cooled down inside the Pipe in Pipe heat exchanger (PiPHx); then, by means of a 

second restrictor valve, is brought to the ideal pressure and temperature conditions before 

entering the Evaporator (EVAP) where the liquid refrigerant is evaporated by taking heat from 

the surrounding air. Then, the low-pressure vapor ammonia is overheated in the PiPHx before 

been send to the Solution Cooled Absorber (SCA), where it meets the poor refrigerant solution 

coming from the GEN. The pressure of the incoming solution is reduced by a third restrictor 

valve.  

Since the absorption process it is an exothermic reaction, the solution is sent to the Water 

Cooled Absorber (WCA) where a considerable amount of thermal energy is transferred to the 

water of the heating circuit. Once the absorption is completed, the solution is pumped back to 

the GEN using a Solution Pump (SP). 
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Figure 1. Gas absorption heat pump schematic 

 

Description of the test bench 

The system is an outdoor unit, thus, it is installed and the tests are performed in a climatic 

chamber to vary and control the temperature and humidity conditions. The test bench facilities 

are shown in Figure 2. 

The appliance needs to be supplied by electricity and natural gas, consumptions that are 

measured. To emulate a heat demand of a house, a heat exchanger is placed in the room 

adjacent to the climate chamber where the load is regulated by controlling the chilled-water 

flow rate through the exchanger. The products derived from the operation of the system such 

as combustion gases, condensate and hot water are removed from the test bench.  

The room temperature is decreased by means of an outdoor air-to-water heat pump unit located 

inside the chamber. The humidity of the room is reduced by water condensation in the 

evaporators of both units and drawn off of the chamber. Once the temperature and humidity 

setpoints are reached, a steady state is maintained by means of an electrical heater and a 

humidifier. These latter are connected to an acquisition system and controlled by a PI controller 

which receives the signal of temperature and humidity sensors placed at the entrance of the 

evaporator.  
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Figure 2. Schematic of the test bench used to characterize the absorption heat pump 

In terms of measuring devices, inside the heat pump only surface thermocouples were installed 

on the different pipes between the components. These thermocouples were placed on an 

electro-insulating and thermo-conductive sheet, fixed with plastic clamps and insulated at each 

measurement point to ensure thermal contact and correctly measure the fluid temperature. On 

the rest of the test bench, in-pipe thermocouples were used. In the cases where the temperature 

of a large cross-section had to be measured, a grill of thermocouples was used; more precisely, 

4 equidistant thermocouples were installed at the fan exhaust and 9 at the evaporator supply. 

Measurements of gas consumption, water consumption, electrical consumption, room 

temperature and humidity are also collected.  

For caution and since the unit works with an ammonia-water solution that is harmful for health, 

an ammonia sensor was installed close to the unit to detect leaks and release pipe was installed 

to extract the ammonia out of the room if necessary. The measuring devices and their 

characteristics are summarized in Table 1. 

Table 1. Measuring devices 

Sensor Type Accuracy 
Number of 

measure points 

Thermocouples T ± 0.3 K 45 

Humidity 
Capacitive - 

wettable 
± 2 % 2 

Water meter Volumetric 
± 2 % Qn ; ± 5% 

Qmin 
1 

 Magnetic 
± 0.5% from 0.3 

to 11.89 m/s 
1 
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Gas meter Diaphragm ± 0.5 % 1 

Power meter Multifunctional ± 0.5 % 1 

Ammonia sensor Electrochemical ± 5 ppm 1 

 

Testing conditions 

The gas absorption heat pump has certain operating parameters that are supplied by the 

manufacturer and some of these are modifiable. A display board gives access to different menus 

and to facilitate the characterization of the system, some of them are changed as described 

hereunder. 

First, it is sought to maintain a constant water temperature difference between the delivery and 

the inlet of the appliance. To achieve this, the modulation of the circulation pump is activated 

and the water delta T° is set to 10 K.  

Second, it is necessary to set the permissible delivery and return water temperature range of 

the appliance                      y    ’          . In other words, a wide enough water 

temperature range allows to not operate, for example, at partial load. Therefore, the delivery 

water temperature range is set between 30°C and 75°C, while the return range goes between 

20°C and 30°C.  

Third, the control method of the delivery water temperature should be set. This can be done by 

a variable water setpoint which depends on the outdoor temperature (weather compensated 

control) or by means of a fixed setpoint. The latter method is used, coinciding with the 

maximum delivery water temperature set (75°C) and having the option of modifying it if 

necessary.  

Finally, it is possible to establish a power output control of the system allowing the modulation 

of the burner or            “      ” behavior. The first option is chosen, having as a 

consequence a modulation of the gas flow on the burner side, while in the absorption cycle it 

is reflected in variations in the fan and water circulation pump drive voltage.  

The described adjustable parameters configuration is shown in Table 2. 

Table 2. Adjustable parameters configuration 

Description Setting 

Modulation of circulation pump  Active 

                      ∆            10 K 

Power modulation  Active 

Delivery water temperature range From 30 K to 75 K 

Delivery water temperature setpoint From 45K to 75 K 

Return water temperature range  From 20 K to 30 K 

The performed test matrix is shown in Table 3. the test campaign is based on the EN 12309 

[11] regarding the test conditions at full load refer to the type of appliance (e.g., air-to-water, 

water-to-water), its application (e.g., low/medium/high temperature), the outdoor heat 

exchanger conditions referring to dry-wet bulb temperatures and the classification of the 

climate (e.g., medium, warm, or cold). 
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To consider the weather conditions to which the appliances are subjected in the field in terms 

of temperature and humidity, a weather data analysis was made for the cold season from 

October 2018 to March 2019 based on two local weather stations close to systems [12]. 

Based on these two aspects, the performed test matrix is shown in Table 3. Here, five outdoor 

air-dry bulb temperatures and four water delivery temperatures are tested. This base matrix is 

performed for a relative humidity of 75% since it is the most frequent value obtained from the 

weather data analysis. Every test is performed at full load on steady state for a period of 20 

minutes. The test conditions are monitored throughout the test with a smartphone connected to 

the appliance besides the test bench data acquisition system. 

Table 3. Gas absorption heat pump test matrix 

 Water delivery Temperature [°C] 

35 45 55 65 

O
u
td

o
o
r 

d
ry

 

b
u
lb

 

T
em

p
.[

°C
] 12 

75% 

7 

2 

-7 

-10 

 

Monitoring 

The system is installed in two residential houses in the northern part of Belgium. The two 

houses are considered to be in the same climatical region. These locations have sensors that 

provide information equivalent to the one obtained in the laboratory to analyze      y    ’  

inputs and outputs, allowing to estimate efficiencies and utilization costs among others. The 

data collected is daily sent to the Cloud for later analysis. 

The sites named Brasschaat and Brecht are equally monitored. The used sensors are identical 

and are placed at the same spots, as can be seen in the installation schemes shown in Figure 3 

and Figure 4, respectively.  

Both installations count with sensors to measure indoor and outdoor ambient conditions, as 

well as gas and electric meters to measure the consumptions of the system. A heat meter is 

installed between the inlet and outlet pipes of the machine to measure the heating energy 

delivered by the system based on the measurement of the water flow that circulates through the 

circuit and its respective inlet and outlet temperatures.  

The monitored houses count with a water tank for domestic hot water and heat storage. In both 

sites, the space heating is based on the use of radiators. Additionally, Brasschaat’  site has 

thermal solar panels and an extra buffer for DHW storage, adding complexity to the 

installation. The heat produced by gas absorption heat pump is directed towards one or the 

other tank depending on whether the demand is for space heating or DHW. 
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Figure 3. Installation scheme of Brasschaat monitoring site 

 

 

Figure 4. Installation scheme of Brecht monitoring site 
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The sensors references, their precision and resolution of the acquired data are presented in 

Table 4. 

Table 4. Sensors used at monitored sites 

Sensor Reference Resolution* Precision 

External temperature and humidity Weptech Munia 0,1 K 

0,1 % 

± 0,3 K 

± 2 % 

Internal temperature and humidity Weptech Munia 0,1 K 

0,1 % 

± 0,3 K 

± 2 %  

Heat counter Qalcosonic E1 1 kWh 

1 L 

0,1 K 

Accuracy  

Class 2 [13] 

Machine electrical energy counter Iskraemeco ME162 1 Wh Accuracy  

Class 1 [14] 

Gas volume counter Elster BK-G4T 10 L <1% 

Data logger (cloud connection) Viltrus MX-9 - - 

* Data logger included    

It is worth mentioning that some control and internal parameters of the systems such as power 

modulation or temperature setpoint are not remotely controlled or monitored. This means that 

changes or modifications made by the user or installer could not be communicated, being 

difficult or impossible to identify only with the data analysis. A constant monitoring is carried 

out, without guaranteeing that no omissions ocured that could potentially affect the monitoring 

data and its subsequent analysis. 

 

Results 

• Laboratory 

A valid data collection period is defined on the European standard based on the coefficient of 

change shown in Equation (1). If this coefficient remains within 2.5% during the data collection 

period, then the test can be considered as steady state. This coefficient is the difference between 

the outlet and the inlet temperatures of the heat transfer medium at the indoor room heat 

exchanger and should be calculated every 5 minutes starting at the end of the previous period 

(τ = 0).  

 %∆𝑇 =
∆𝑇𝑖(𝜏=0) − ∆𝑇𝑖(𝜏)

∆𝑇𝑖(𝜏=0)
∗ 100 (1) 

 

Where %∆𝑇 is the coefficient of change, in %; ∆𝑇𝑖(𝜏=0) is the average difference between the 

outlet and the inlet temperatures for the first 5 min. period; ∆𝑇𝑖(𝜏) is the average difference 

between the outlet and the inlet temperatures for other 5 min. period than the first 5 min. 
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In addition, allowable deviation values from the set values are established. This corresponds to 

± 0.3K for room temperature, ± 2% for room mean humidity and ± 1K from the setpoint for 

the depart water temperature.  

The 𝐶𝑂𝑃 (also called efficiency in the monitoring section) for each test was estimated as the 

ratio between the thermal power output to heat and electric power input as defined in Equation 

(2).  

 𝐶𝑂𝑃 =
�̇�𝐻𝐶

�̇�𝑔𝑎𝑠 + �̇�𝑖𝑛

 (2) 

The thermal power output corresponds to that given to the heating circuit �̇�𝐻𝐶  while the inputs 

are the thermal heat obtained from the natural gas combustion �̇�𝑔𝑎𝑠 and the electric input to 

the appliance �̇�in. The thermal power transferred to the water is defined in Equation (3). 

 �̇�𝐻𝐶 = �̇�𝑊𝐶𝐴 + �̇�𝑐𝑜𝑛𝑑 + �̇�𝑔𝑎𝑠𝑒𝑠 (3) 

Where �̇�𝑊𝐶𝐴, �̇�𝑐𝑜𝑛𝑑 and �̇�𝑔𝑎𝑠𝑒𝑠 are the thermal powers obtained from the water cooled 

absorber, the condenser, and the combustion gases, respectively. 

Since the internal configuration of the system makes it difficult to install sensors between 

components that allows to measure the previously defined heat inputs individually, it is decided 

to estimate the heat input transferred to the water as defined in Equation (4).  

 �̇�𝐻𝐶 = �̇�𝐻𝐶,𝑤 ∗ 𝑐𝑝,𝑤 ∗ (𝑇𝑜𝑢𝑡 − 𝑇𝑖𝑛) (4) 

Where �̇�𝐻𝐶,𝑤 heating circuit water flow, 𝑐𝑝,𝑤 is the specific heat of water, 𝑇𝑜𝑢𝑡 and 𝑇𝑖𝑛 are the 

outlet and input water temperatures of the system. Similarly, the heat input is defined in 

Equation (5).  

Where �̇�𝑔𝑎𝑠 is the consumed gas flow and 𝐻𝐶𝑉 is the daily average high calorific value. The 

electric consumption of the appliance �̇�𝑖𝑛 is constantly registered and considered on the results, 

with maximum variations of 2% between tests and close to 0.35 kW. This consumption 

includes components such as the fan, oil pump, water circulation pump and sensors. 

With these considerations, the results obtained for the test matrix are shown in Table 5. The 

results are computed meeting the requirements of Equation (1) and are based on the average 

values of the measurements carried out during a 20-minute test. 

Table 5. COP and Thermal Capacity values at a relative humidity of 75% 

COP 
T° delivery 

 

Th. Capacity 

[kW] 

T° delivery 

35 45 55 65 35 45 55 65 

O
u
td

o
o
r 

T
° 

12 1.45 1.34 1.19 1.05 

O
u
td

o
o
r 

T
° 

12 21.11 19.31 16.98 14.82 

7 1.38 1.29 1.13 1.04 7 19.55 18.57 16.30 14.92 

2 1.36 1.21 1.09 0.95 2 20.10 18.01 15.64 13.70 

-7 1.21 1.13 1.02 0.86 -7 18.33 16.89 15.13 12.65 

-10 1.16 1.14 0.95 0.86 -10 17.36 16.82 14.14 12.66 

 �̇�𝑔𝑎𝑠 = �̇�𝑔as ∗ 𝐻𝐶𝑉 (5) 
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• Monitoring  

Both sites were exhaustively monitored during 2020. Their monthly efficiencies for the whole 

year based on the high calorific value are shown in Figure 5. Unlike laboratory results, here the 

electrical consumption is not included; its effect, however, will only penalize the displayed 

values. 

 
Figure 5. M             ’        y              

A clear seasonal effect can be observed, showing a penalty in the efficiency during summer that 

is related to the fact that the systems are less frequently used (no space heating request), generating 

more on/off cycles to supply only the production of DHW. In this sense, a greater impact is 

observed in Brasschaat site. This can be partially explained by the coupling of the thermal solar 

panels and their effect on the working temperature, inducing a change in the behavior of the 

system. However, these results are far from the ones expected and obtained in the laboratory, 

especially for winter conditions. Even more, unexpected large differences are observed between 

the performances of both machines. 

To try to explain the differences, an in-depth analysis of the behavior of both systems was 

carried out. Figure 6 shows the daily thermal production of both sites in relation to their 

efficiency. Even though Brecht produces more thermal energy compared to Brasschaat, the 

system is less efficient. 
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Figure 6. M             ’   aily thermal production 

On the other hand, the daily thermal production is related to the way in which the production 

of the system is controlled (i.e., On/Off or modulation). Since this information is unknown and 

is not part of the data collected from the monitoring, a deeper look to try to establish a 

relationship between the smoothness of the behavior of the system and the electrical 

consumption is made in Figure 7. Here, Brecht has a higher electrical consumption, thus the 

machine is working for a longer amount of time which could be related to a smoother behavior; 

this information though is not conclusive to explain the differences found. 

 
Figure 7. M             ’   aily electrical consumption 

It is noticed that the working temperature of both systems is different as can be seen in Figure 

8. Here, it is observed that Brasschaat site does not overpass 40°C of return temperature, while 

Brecht has a scattered behavior. It is expected that for the temperature range between 30°C and 

40°C the systems will operate under similar conditions and therefore, similar efficiency results 

will be obtained. Despite this, a gap of approximately 10 percentage points is clearly visible. 
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Figure 8. M             ’   verage return temperature 

 

Conclusions  

An experimental investigation of a gas absorption heat pump has been conducted where 

coefficients of performance have been calculated both in the laboratory and in the field, finding 

discrepancies between them being the latter lower than the former.  

The results obtained in the laboratory confirm the expected trends, with an efficiency that 

increases as the ambient temperature increases and decreases if the water outlet temperature is 

higher. Besides, the orders of magnitude obtained correspond to those indicated by the 

manufacturer for the specified conditions. For the monitored systems, a seasonal effect is 

clearly observed with total efficiency drops during the summer, with both machines showing 

not negligible differences between them of at least 10 percentage points on their performance 

values. 

Even though the number of machines tested in this study is far from being sufficient to be 

statistically representative, it is possible to cross-check valid information between laboratory 

results and on-site monitored data to make a comparison between the three available systems. 

However, the information obtained by the monitoring data does not allow to provide a 

conclusive explanation to the observed differences, being necessary to obtain more information 

regarding the different adjustable settings of the appliances and the quality of the installation. 

Even though the conditions in the field are far from being stationary, an attempt has been made 

to find some small timeframes for which the machines were submitted to almost stationary 

conditions regarding external temperature, delivery and return temperature, power output and 

humidity. A comparison has been made by performing a double linear interpolation within the 

efficiency matrix obtained in the laboratory to fit the field test conditions, obtaining the results 

shown in Table 6. 
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Table 6. Steady state field test conditions and efficiency comparison 

 Brasschaat Brecht 

Date and time 10/02/2021 – 16h 10/02/2021 – 14h 

Duration of the timeframe of stationary conditions 85 min 140 min 

Delivery temperature (°C) 51.25 57.77 

Return temperature (°C) 39.1 50 

Humidity 0.8 0.79 

Outdoor temperature (°C) -1.8 -1.2 

Field test COP (HCV) 1.108 0.837 

Double linear interpolation COP (HCV) 1.104 1.024 

 

From here, it is possible to establish a priori a correlation between the Brasschaat site and the 

laboratory results for these specific conditions, but not for the Brecht site. Thus, a more detailed 

analysis of this facility is required to determine what is the cause of the observed discrepancies, 

highlighting the main role of the correct integration and control of the system in the performance 

of the latter. 
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Abstract 

One technical issue with sorption heat transformers (SHTs) for cooling (sorption chillers) is 

their operation in vacuum that needs machined components and skilled labour, which 

eventually contributes to their high cost of manufacturing. Alternative production methods that 

reduce the SHT's cost and weight would be advantageous. This investigation proves the 

adoption of 3D printing of polymers for SHTs. Manufacturing of complex geometries directly 

from 3D models, ease of production and lightweight are among the key-advantages of 3D 

printing. In addition, over the next decade, 3D printing costs are expected to drop by 50% to 

75%. This experimental investigation intends to seed and set a benchmark for 3D printed plastic 

miniaturised adsorption chillers. When operated with silica gel, the 3D printed unit results in a 

maximum coefficient of performance (COP) of 0.57 at a specific cooling power (SCP) of 299 

W kg -1, positioning the present design among the best silica gel adsorption chillers 

demonstrated to date. 

Keywords: 3D printing, Stereolithography, Low grade heat, cooling, sustainability  

Introduction 

Approximately 72% of the primary energy is lost to the environment [3], with 63% of that 

being waste heat at temperatures below 60°C [4]. This significant amount of untapped waste 

heat can be recovered for heating and cooling, hence reducing the greenhouse effect and CO2 

emissions. Sorption heat transformers (SHTs) are sustainable technologies can usefully turn 

ultralow grade heat <60°C into cooling. SHTs show simple design, minimal number of moving 

parts and in the majority of cases use water as refrigerant. Despite the enormous potential for 

emissions reduction offered by SHTs when used as chillers or heat pumps, these technologies 

are still in the preliminary stages of commercialization [6], [7]. SHTs units now on the market 

are closer to research and development prototypes than commercial devices and they are 

offered at costs that are incomparably higher than those of vapour compression systems [8], 

[9]. One technical difficulty with sorption chillers is their operation in vacuum. This 

necessitates machined components and skilled labour for manufacturing, which ultimately 

contributes to their high selling price. Because of the strict vacuum requirements, stainless steel 

parts are often used to construct sorption heat transformers. Therefore, an alternative 

production strategy to reduce the SHT's cost and weight would be advantageous. This work 

assesses the use of 3D printing as an alternative production method. The SHT sector could 

benefit from the drop by 50% to 75%  that 3D printing costs are expected to over the next 

decade [10]. The feasibility of 3D printing vacuum and pressure tight polymer vessels for heat-

powered chillers and heat pumps has been previously investigated in [11] that shown how 

stereolithography (SLA) 3D printing can produce vessels with no pores that meet the SHT's 

stringent vacuum tightness requirement. Previous research has thoroughly investigated the 

performance of conventionally manufactured sorption heat transformers [12]–[15]. However, 

no research has investigated the use of alternative manufacturing methods, such as 3D printing, 

to produce adsorption chillers. The 3D printed unit in this investigation uses silica gel that is 

one of the most often used adsorbent materials for adsorption chillers due to its ability to be 
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regenerated with temperatures < 60°C [16]. This helps to compare the 3D printed unit with the 

data available from other silica-gel designs produced with conventional methods. 
 

Materials and Methods 

Experimental set-up design, manufacture 

Three 316L stainless steel water loops (Swagelok, Scotland, United Kingdom) with four 

solenoid valves (Connexion Developments Ltd, England) are connected to the system's for the 

purpose of transporting deionized water from the thermostatic baths to the chiller’s heat 

exchangers (RC Racing Radiators, Italy). Rotameters are used to regulate the water flow rate 

(Nixon Flowmeters, UK, 1.6 % accuracy), as shown in Fig. 1 and Fig. 2. Thermostatic baths 

(Julabo, UK) are equipped with integrated water pumps that distribute water at three 

temperatures: cold, intermediate and hot, as illustrated in Fig. 1.  

 
Figure 1: The apparatus used in this study and coupled to the 3D printed adsorption heat 

transformer. TC: Thermocouple temperature sensor; PI: Pressure indicator; WFP: Water 

filling point; LNT: Liquid nitrogen trap; VP: Vacuum pump; Hot: Hot water thermostatic bath; 

Amb: Intermediate water temperature thermostatic bath; Cold: Cold thermostatic bath; SC: 

Space cooling. 
 

The thermostatic baths maintain three distinct temperatures: desorption at temperature 

(maintained in this investigation <60°C), adsorption/condensation at 20-30°C, and evaporation 

at 10-27°C. Prior to each experiment, the 3D printed adsorption heat transformer is vented 

using a vacuum pump preceded by a liquid nitrogen trap to protect the vacuum pump's sensitive 

and expensive components from irreversible damage caused by water vapour. A needle valve 

is used to maintain vacuum pressure while filling the 3D printed adsorption heat transformer 

with deionized and bubble-free water. Thermocouples are installed in the centre of the 

connecting tubes, at the entry and exit of the micro heat exchangers, to monitor the temperature 

of the entering and exiting heat transfer fluids, respectively. A heavy-duty vacuum sensor is 

installed to measure the pressure within the 3D printed heat transformer. The T-Type 

thermocouples (Omega Engineering, USA, 0.4 % accuracy) and pressure indicator (WIKA 

Alexander Wiegand SE & Co. KG, Germany, 0.25 % accuracy) are controlled by a LabVIEW 

data acquisition and control programme executed on a PC via a data acquisition board 

(Advantech Co. Ltd., USA) and the Modbus communication protocol (National Instruments 

Corp., USA).  
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(a)   (b)  

(e)  (f)  

Figure 2: The single-bed miniature sorption heat transformer (a) Adsorption mode;(b) 

Desorption mode;(c) Heavy duty Vacuum sensor WIKA-S20; (d) Stainless Steel Integral 

Bonnet Needle Valve Swagelock-SS-OKS2; (e)&(f): Overviews of the real 3D printed 

adsorption heat transformer under testing. The red colour indicates that the desorber is 

connected to the heat source, the orange colour indicates that the adsorber/condenser is 

connected to the cooling source for heat rejection, and the blue colour indicates that the 

evaporator is connected to the chilled source. 

The SL1 commercial SLA 3D printer was used to fabricate all plastic components in this study 

(Prusa Research, Czech Republic). The microscale SHT displayed in Fig. 2 and Fig. 3a has an 

internal volume of 355 cm3 and is designed to recover heat between 30 and 60°C. A silicone 

acetoxy rubber sealant (Dow Corning 732 Multi-Purpose Sealant, USA) is utilised to seal the 

connection between 3D printed pieces such as the vessel and its front cover. The parameters 

for the 3D printer used to manufacture the micro-heat transformer as well as the resin 

specification are reported elsewhere [17]. Prior to conducting performance tests, the water was 

ultrasonically degassed to eliminate any trapped gas bubbles (Branson 2800 cpxh ultrasonic 

cleaner 2.8 l, Italy). Another critical step is regeneration of the silica gel prior to filling it into 

the empty heat exchanger (Fig. 3b), which enables precise mass monitoring for performance 

evaluation. A standard microwave oven with a medium power setting and a 30 second timer to 

heat the adsorbent material to 80°C. The adsorber heat exchanger was loaded with adsorption 

material within 30 minutes.  

(d) 

(c) 

(To vent 

& isolate) 

(Desorber) 

(Condenser) 

(Evaporator) 
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(a) (b)  
 

Figure 3: (a) The single-bed miniature heat transformer comprising of evaporator (40.67 g), 

condenser (45.39 g) and adsorber (47.09 g). The outside dimensions of the 3D-printed micro 

sorption heat transformer are 11.7 cm X 9.5 cm X 5.4 cm. (b) The outer dimensions of the 

micro finned heat exchanger employed in this study.  
 

Heat transfer surface area of the empty heat exchanger 

The heat transfer surface area of the micro heat exchanger used in this study was accurately 

determined using a 3D scanning (Einscan Pro, U-create, University of Edinburgh) and the 

Computer Aided Design software Fusion360, Autodesk. The alignment of the heat exchanger 

to the Eincan 3D scanner begins with the use of the Einscan turntable. The turntable's 360-

degree movement then converts the physical heat exchanger model to a 3D CAD model that 

can be processed with CAD software using the projected 3D scan rays. The dimension or size 

of the 3D model was then used to manually verify the designed and obtained dimensions using 

a Vernier calliper. The 3D scanner precisely sizes the heat exchanger, resulting in a heat 

transfer area of 0.09295 m2, as illustrated in Fig. 4a. 

As depicted in Fig. 4b, the Silica-Gel beads are secured inside the micro heat exchanger using 

a polymer mesh (Plastok Meshes & Filtration Ltd, UK) with a 50% open area. The weight and 

thermal mass proportions of the micro adsorber are listed in Table 1, which demonstrates that 

the heat transfer fluid (water) dominates in the thermal mass of the adsorber. 

(a)  (b)  (c)  

Figure 4: (a) Exploded view of the miniature heat exchanger type and size. (i) base of the 

miniature heat exchanger with inlet and outlet tubes [0.016876 m2]; (ii) the miniature heat 

exchanger fins [0.05433 m2]; (iii) the heat transfer fluid tubes [0.02174 m2]. (b) Empty adsorber 

with bonded mesh. (c) Packed adsorber with silica-gel. 
 

 
 

(i) 

(ii) 

(iii) 
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Table (1): Summary of miniature adsorber specifications 

Material 
Weight 

[kg] 

TM 

[kJ K-1] 

Thermal mass contribution 

[%] 

Aluminium 0.047 0.043 26% 

Water 0.026 0.109 66% 

Silica-gel 0.020 0.012 8% 

Adsorber 0.093 0.164  

 Note: Metal:Adsorbent ratio=2.35 

 

Operation principle of a 3D printed adsorption heat transformer 

The classical operation of adsorption chillers happens through four stages:  

1) isosteric heating: the uptake of the adsorber remains constant during heating; 

2) desorption and condensation: the uptake decreases at constant pressure; 

3) isosteric cooling: the uptake of the adsorber remains constant during cooling; 

4)  evaporation and adsorption: the uptake of the adsorber increases during cooling;  

The heat transformer depicted in Fig. 2 is a single-bed chiller that produces cold intermittently. 

However, a second identical unit may be allowed to run in the opposite phase of the first chiller 

to provide continuous cooling. A significant discrepancy between the operation outlined above 

and the unit of this investigation is in the stages of operation. The isosteric stages are possible 

thanks to the separation of evaporator, adsorber and condenser in three distinct vessels. In this 

investigation, the three units are enclosed in a single vessel, with a consequent change in the 

cycle thermodynamics. To capture the cooling effect, the tests begin with a fully cold 

adsorption bed that is allowed to saturate. Following that, the silica-gel is regenerated while 

cooling and heating water at constant temperature feed the condenser and evaporator inlets. 

The temperature difference between the heat exchanger's input and output temperature points 

indicates the amount of energy spent, rejected, or gained. 
 

Evaluation of the performance 

The quantity of heating and cooling energy consumed or rejected by a particular heat exchanger 

connected to the 3D printed adsorption chiller was estimated by accounting for the energy 

exchanged between the heat transfer fluids (HTF) and metal heat exchangers coupled to the 

chiller. The Coefficient Of Performance (COP) is defined as the ratio of the cooling effect 

produced by the evaporator to the total heat input spent throughout the isosteric heating and 

desorption phases: 

��� =
��evap 

�� hot 

           (1) 

Where the cooling effect is as follows: 

��evap = �� evap 	
,�,������evap,in − �evap , out �    (2) 

Additionally, the total heat input to the device can be determined by the equation: 

��hot = �� hot 	
,�,�����hot , in − �hot , out �    (3) 

The Specific Cooling Power (SCP) can be calculated from: 

��� =
(�� �)evap �  

�cycle 

� � evap,in ! evap ,"#��$�

�sorb �cycle 

       (4) 

COP and SCP are dependent on the three inlet temperatures to the evaporator, condenser, and 

adsorber/desorber. In general, the experimental approach is to hold two inlet temperatures 

constant while changing the third. This, however, complicates the investigation because two 

outcomes obtained at in two different sets of temperatures cannot be compared. Núñez et al. 

overcame this problem by introducing the concept of reduced temperature Tred [15]:  

�%&$ =
 cond ! evap 

 hot ! cond 

          (5) 
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where (Thot; Tcond; Tevap) are the inflow temperatures of the hot, cold, and chilled water sources 

connected to the aluminium heat exchangers enclosed inside the vacuum tight 3D printed 

vessel. Tred is a correlation that describes a ratio of the lift force (Tcond - Tevap) to the drive force 

(Thot – Tcond). The performance indicators collapse on one single curve when plotted against 

Tred and this is beneficial for system characterisation [7]. 
 

Discussion and Results 

Pressure and temperature evolution 

In a separate study, we demonstrated that SLA 3D printed vessels are vacuum tight by using 

helium leak testing. SLA can accomplished this result because polymerization occurs 

homogeneously on a plane and each plane polymerizes while a new layer is forming, resulting 

in a pore free structure [11]. Fig. 5 depicts the pressure in the 3D printed adsorption heat 

transformer during operation, with a leak rate of 2.6 10 -6 Pa m3 s-1 that classifies the unit as 

vacuum tight [18]. 

 
Figure 5: The pressure profile inside the 3D printed adsorption heat transformer at Tred = 0.11. 
 

The temperature data from the 3D manufactured adsorption chiller at Tred = 0.11 are shown in 

Fig. 6. The solid lines in red and yellow indicate the temperature profiles at the adsorber input 

and outflow, respectively. The maximum desorption temperature was 56 °C for longer cycle 

periods, such as the 800s and 1800s.  

 
Figure 6: Temperature evolution profiles of the coupled heat exchangers to the 3D printed 

adsorption heat transformer at Tred = 0.11. 
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In steady condition, the adsorber's output temperature reached 56 °C, verifying the high 

vacuum state and subsequently low heat losses obtained by the 3D printed heat transformer. 

The grey and black lines are the inlet and outlet temperature profiles of the condenser located 

beneath the adsorber for converting the hot desorbed water vapour into liquid water. The light 

blue line is the evaporator outlet temperature, which is cyclic in nature, due to the 

adsorption/desorption phases, and intermittent due to the presence of a single adsorption bed. 
 

Experimentally measured thermal masses of the adsorber 

In [19], Gluesenkamp et al. proposed a method to standardise the presentation of data on 

adsorption chillers with special attention to the thermal mass of the adsorber. They define the 

thermal mass of the adsorber [kJ K-1] as follows: 

�' = () *+) *	) * + ∑  .
�/0 �(mat ,�+mat ,�	mat ,�� + �sorbent 	sorbent     (6) 

The physical mass of the adsorber mHX [kg] is composed by the mass of the adsorption material 

msorb, of the heat transfer fluid mHTF and of the heat exchanger metal mmet: 

�)1 = �sorb +�) * +�met         (7) 

The dimensionless mass ratio MR [kgHX kgsorb
-1], which may be used to compare the bed 

packing density, is calculated as follows: 

'2 = �34

�sorb 

           (8) 

The specific thermal mass STM [kJ kgsorb
-1 K-1] is defined as the ratio of the total thermal mass 

of the adsorber in each control volume to the mass of the sorbent and is: 

��' =  5

�sorb 

           (9) 

The establishment of a relationship between commonly accessible and measured quantities 

such as MR and TM, a less often reported number, is the concept of effective specific heat 

ceffective [kJ kgHX
-1 K-1], which is used for comparison among different adsorbers regardless of 

their design: 

	effective =
 5

�34
           (10) 

The most common adsorber design consists in packing of adsorbent material in grains between 

the fins of a heat exchanger. Gluesenkamp et al. [19] report a ceffective of 1.70 kJ K-1 kgHX
-1 for 

a standard flat tube–fin packed adsorber that compares well with the value of 1.765 of the 

miniature adsorber used in this investigation. Table 2 reports the details of the thermal mass. 
 

Table 2: Summary of experimentally measured thermal masses. 

 Working Pair HTF 
TMtotal 

[kJ K−1] 

msorb 

[kgsorb] 

mHX 

[kgHX] 

mHX/msorb 

[kgHX
1 kgsorb

−1] 

TM/msorb 

[kJ K−1kgsorb
−1] 

ceffective 

[kJ1K−1 kgHX
−1] 

This study water/silica-gel water 0.164 0.020 0.093 4.650 8.206 1.765 

Flat tube–fin, packed [19] water/silica-gel water 1.92 0.31 1.12 3.58 6.10 1.70 

 

Performance of the 3D printed adsorption heat transformer as a chiller 

Using the reduced temperature approach [15], regeneration and ambient temperatures were 

kept at Thot = 56 °C and Tcond = 28 °C, respectively, while the evaporator inlet temperature was 

adjusted to achieve low Tred = 0.51, medium Tred = 0.31, and high Tred = 0.11. By using the 

reduced temperature approach, it is feasible to span the entire performance range with the 

minimum number of tests.  
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(a)  

(b)  

Figure 7: The impact of half cycle time on the performance of a 3D printed adsorption chiller. 

(a) The specific cooling power (b) The coefficient of performance at various reduced 

temperatures, respectively. 

Fig. 7a depicts the specific cooling power, while the COP is in Fig. 7b as a function of half-

cycle time. The results show that half-cycle durations less than 400s are insufficiently 

informative or comparable to report, as both SCP and COP exhibit low values and too high 

uncertainties. A short half-cycle of 400s does not allow all the silica gel to regenerate enough 

to provide a significant cooling effect, with the COP reduction going from 18%-50% its 

maximum values at long cycle times, depending on the Tred. 

The SCP of the 3D printed adsorption chiller is highest at half cycle time of 800s with 82 W 

kg-1 at Tred = 0.51 and 144 W kg-1 at Tred = 0.31. Tred =0.11 was determined to have the highest 

SCP, representing a 48 percent increase above Tred =0.31. However, Tred = 0.11 is descriptive 

of operational conditions typical of adsorption desalination more than cooling. The SCP 

decreases steadily at half-cycle time longer than 800s as depicted in Fig. 7a. 

Fig. 7b illustrates that the COP of the 3D printed adsorption chiller rises as the half-cycle time 

increases. Increased cycle time not only helps the adsorber to reach a higher saturation levels 

during adsorption/desorption, but also enables good regeneration and evaporation temperatures 

for longer periods. Rather than being lost to the metal or water thermal mass of the heat 
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exchanger via sensible heat transfer, the whole heat input to the system can be more efficiently 

used for sorption and desorption. 

In adsorption chillers, the sorption rate is higher when the cycle time is shorter, and the SCP 

decreases as the cycle time increases due to saturation of the sorbent material [9]. This was 

confirmed by the current investigation. A standard adsorption chiller made of stainless steel 

consumes an additional 13-15 % of sensible energy to heat the vessel chamber [19], [20]. This 

parasitic energy loss is eliminated in the 3D printed adsorption chiller, being it made of plastics. 
 

Comparison of performance to the literature in terms of maximum achieved SCP 

To boost both cooling capacity and efficiency, a number of characteristics should be 

considered, including efficiency of heat exchangers [21], high adsorbent working capacity, 

rapid heat and mass transfer and system compactness [22]. In addition, the presence of residual 

gases or air significantly impairs the system's overall performance and delays the adsorption 

process, resulting in a lower SCP [22], [23]. To collocate the results in the bigger context of 

those achieved in the silica gel chilling sector, Fig. 8 reports the best performance from unit in 

this study and those achieved in a range other silica gel chillers. Pan et al. [24] investigated a 

modular adsorption chiller experimentally. Their system was highly efficient and affordable. 

However, given their SCP value of 146 W kg-1, the design appears to be heavy, as one kilowatt 

of cooling power requires 6.83 kg of silica gel. Alsaman et al. [13] experimentally evaluated a 

solar-powered adsorption chiller with dual desalination and chilling capabilities. Their design 

delivered a maximum SCP of 113 W kg-1, limited by the overpacking of the adsorber with 

silica-gel at a ratio of 1.83 adsorbent mass to heat exchanger mass and a bulky iron bed cover 

that absorbs additional sensible heat. Grisel, Smeding, and Boer [14] developed a silica-gel-

water adsorption chiller featuring a 1.4 kg compact plate fin aluminium heat exchanger packed 

with 1.45 kg of silica-gel, resulting in an exceptional packing ratio of adsorbent mass to heat 

exchanger mass of one. Their design features a minimal void volume and exceptional vacuum 

tightness. One of their key outcomes was the maximum SCP of 343 W kg-1, 13% higher than 

the maximum SCP of 299 W kg-1 achieved by the 3D printed unit of this study, likely due to 

the heat exchanger to mass of adsorbent ratio of the 3D printed adsorber of 2.35. 

 
Figure 8: Comparison among the optimal performance proved in various adsorption chiller 

designs (Silica Gel-Water working pair). 
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Summary/Conclusions  

This investigation has focused on the evaluation of the efficacy of a microscale adsorption 

chiller manufactured by 3D printing. The investigation showed that the 3D printed adsorption 

chiller operated stably under high vacuum across the whole set of experiments. By utilising a 

reduced temperature approach, it was possible to test the whole performance range of the 3D 

printed silica gel adsorption chiller to have a benchmark and compare it against other designs. 

The 3D printed adsorption chiller consumes less sensible heat, resulting in a high coefficient 

of performance of 0.57 at 1800 seconds cycle time, and capable of producing at the same 

conditions a maximum specific cooling power of 299 W kg 1. These performance indicators 

are among the best achieved by silica-gel chillers (comparison in Fig. 8), despite the unit 

operates with one among the highest adsorber:adsorption-material mass ratios. 
 

NOMENCLATURE 
ceffective Effective specific heat (kJ1K−1kgHX

−1) 

cond Condenser  

COP Coefficient of performance (-) 

cp,w Specific heat water (kJ kg-1 K-1) 

evap Evaporator 

hot Heat source 

HTF Heat transfer fluid 

HX Heat exchanger 

in Inlet  

m Mass (kg) 

��  Mass flow rate (kg s-1) 

met  Metal 

MR  Mass ratio (-) 

out Outlet 

��  Heat flow (W) 

SCP Specific cooling power (W kg-1) 

sorb Sorption material 

STM Specific thermal mass (kJ1K−1kgsorb
−1) 

T Temperature (°C) 

tCycle Cycle time (s) 

TM  Thermal mass (kJ) 

Tred Reduced temperature (-) 
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Abstract 

The objective of this work is to test and characterize a falling-film evaporator in a lab-scale 

adsorption test bench realised at Politecnico di Milano labs. Several ad/desorption cooling 

cycles were performed setting 15 – 20, 25, and 90 °C the heat transfer fluid temperatures for 

the evaporation, condensation/adsorption and desorption processes respectively. Preliminary 

evaluation of performance confirmed an evaporation cooling power of 2.5 – 3.5 kW 

depending on the refrigerant charge level and operating conditions. The overall heat transfer 

coefficient UA measured was in the range of 620 – 640 W/K. 

Keywords: Adsorption chillers, silica gel, water evaporation 

Introduction 

Adsorption cooling technology is especially interesting in applications where waste heat for 

driving the adsorption chiller is a widely available energy source (<90°C). Commercial 

adsorption chillers are based on fixed beds of silica gel, which leads to a larger adsorber. This 

disadvantage can be compensated employing novel evaporation concepts that can enhance 

the adsorption chiller overall efficiency [1] and allow for a compact design.  

Among the different types of evaporator (flooded, capillary tubes), the falling film concept 

appears to be the most suitable under typical operating conditions of adsorption chillers, 

thanks to the superior global heat transfer coefficient [2, 3]. 

Generally, water is considered as the best working fluid for adsorption chillers and heat 

pumps, thanks to the high evaporation enthalpy and low environmental impact. On the other 

hand, the use of water at low evaporation temperature implies low saturation vapor pressure 

that require special evaporator design to maximize the evaporation rate during the adsorption 

phase.  

Many efforts have been devoted to the study of sub-atmospheric evaporation process in 

simplified heat exchanger configurations such as smooth tube [4] and flat-plate [5]. These 

studies focused on falling film [6] and capillary assisted [7] evaporation processes and in 

general demonstrated the sensitivity of the evaporation rate to different influencing 

parameters such as filling level, operating conditions, heat exchange surface type [8 -10].  

Only few studies have been addressed to the investigation of a full evaporator by means of a 

real scale test bench able to simulate the adsorption chiller operational mode. Palomba and 

Frazzica [11] tested an aluminium fin-and-tube heat exchanger by means of a test bench able 

to achieve evaporation under partially flooded configuration against a condenser. They found 

that heat transfer fluid temperature and orientation of the heat exchanger significantly affect 

the evaporation rate. Volmer at al. [12] tested real size copper tube-fin heat exchangers both 

in thin film and partially flooded evaporation mode. The results showed that some geometric 
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and process parameters (fin density, fluid flow rate, filling level) strongly influence 

evaporation performance. 

Thimmaiah et al [13] tested a flooded evaporator in a real adsorption heat pump employing 

AQSOA FAM-Z02 as adsorbent. They found that the utilization of turbulent flow generators 

inside evaporator tubes and a porous coating on the external surface of evaporator tubes can 

improve the flooded evaporator performance. Giraud et al. [14] tested a smooth stainless steel 

plate evaporator in a real adsorption heat pump employing silica gel as adsorbent. Results of 

experiments indicated high influence of the height of the liquid level on the cooling capacity 

obtained during the adsorption cycle. Li et al. [15] tested a falling film evaporation on tube 

bundles in vacuum. Evaporation was obtained against a condenser. According to previous 

literature research, no falling film evaporators have been exhaustively tested in a real scale 

adsorption heat pump or chiller. Accordingly, in this work an innovative falling-film 

evaporator, equipped with a recirculation system to maximize the wetted surface, was tested 

in a lab-scale adsorption test bench recently realised at Politecnico di Milano labs for 

evaluating heat transfer performances. Tests have been carried out under realistic operating 

conditions typical of an adsorption chiller. Evaporation performance have been determined in 

terms of delivered cooling capacity at different refrigerant charges, external fluid flow rate, 

evaporation and adsorption temperatures. Additionally, from the experimental data the 

calculation of the external heat transfer has been performed.  

 

Description of the experimental set-up  

An experimental set-up has been built at Politecnico di Milano labs for testing adsorption units 

and their components. A schematic design of the main system and a photo of the testing setup 

are shown in Fig. 1a, b. The core of the system consists of a single adsorbent bed, a falling-film 

evaporator (which geometry is reported in Table 1) equipped with a recirculation pump to 

improve the heat transfer efficiency and a condenser. The adsorbent bed was made of granular 

RD silica gel embedded in a finned heat exchanger and was oversized with the purpose of 

assuring stable working conditions at the evaporator for long periods. The three components are 

connected by two electric-actuated valves to allow the passage of water vapor enabling the 

ad/desorption phases. The external sinks/sources consist of three hydraulic circuits (cold-water, 

hot-water and intermediate circuit) with nominal capacities of 2 kW for evaporator and 

condenser and 5 kW for the adsorber, with flow rates between 200 and 1000 L/h. The mass flow 

rates and supply temperature of the three circuits can be set indepedenly based on the required 

conditions. A schematic layout of the hydraulic circuits and the design of the evaporator are 

shown in Fig. 2 and 3, respectively. The test bench is also equipped with Pt100 temperature 

sensors, pressure transducers and flowmeters which uncertainties and operating range are 

reported in Tab. 2. The resulting efficiency on the measured heat transfer rate are lower than 

1.5% for the three circuits. A real time control and data acquisition software for the test bench 

was realised by means of the LabView™ language. 

Taking into consideration that this is a single-bed adsorption cycle, the test bench can work in 

two modalities: adsorption-evaporation and desorption-condensation. When carrying out the test 

in the adsorption-evaporation mode, the cold-water circuit provides the needed heat for the 

evaporation. At the same time, the medium temperature water loop operates as heat sink 

allowing the heat rejection during the adsorption phase. On the other hand, when working in the 

desorption-condensation mode, the medium temperature circuit allows the rejection of 

condensation heat, while the hot water circuit provides the desorption heat to the adsorbent bed. 

The switching between the phases of the cycle is achieved by means of two-electric actuated 

valves.  
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Figure 1a, b – Adsorption test rig schematic and photo 

Figure 2 – Hydraulic circuits scheme 

 

284



 
Figure 3 – Evaporator scheme 

 

Table 1. Evaporator parameters  

Parameter Value Description 

a (m) 0.503 evaporator casing width 

b (m) 0.113 evaporator casing depth 

c (m) 0.283 evaporator casing height 

Lpipe (m) 5.4191 total length of the evaporator internal pipe 

N°C (-) 2 number of coils 

N°L (-) 6 number of levels for each coil 

dext,pipe (m) 0.016 external base pipe diameter 

dint,pipe (m) 0.015 internal base pipe diameter 

h (m) 0.003 fin height 

p (m) 0.004 space between consecutive fins 

Aext (m²) 0.7619 external exchange surface of the evaporator internal pipe 

Aint (m²) 0.6124 internal exchange surface of the evaporator internal pipe 

Vref (m³) 0.0136 internal volume of the exchanger occupied by the liquid refrigerant 

 

Table 2. Sensors range and accuracy. 

Test bench sensors Measured parameter Range Accuracy 

Resistance temperature 

detector 

Pt 100 1/10 DIN class 

 

Temperature of the water at the inlet/outlet of the 

component 

 

from -10°C to 

100°C 

 

± 0.03°C at 0°C 

Pressure transmitter 

 

Pressure inside the component 

 

0 - 20 kPa 

 

0.25% of reading 

 

Magnetic flow meter Flow rate of the water inside the component 200 - 1000 L/h 
always < 0.5% of 

reading 

 

Test procedure 

Considering that the goal of this experimental work is to study the behaviour of an innovative 

falling-film evaporator for adsorption chillers, the focus has been set mostly on the adsorption-

evaporation phase of the cycle. Several tests of this process were carried out with the same heat 

transfer fluid flow rates (0.4 m³/h for the evaporator and 0.65 m³/h for the adsorbent bed) and the 

same adsorption bed temperature (25°C), varying both the evaporator inlet water temperature 

from 15 to 20°C and the initial mass of liquid refrigerant inside the evaporator (from 0.85 to 

1.57 kg). Before each test, the incondensable gases were removed by means of a regeneration 

process at about 90°C under vacuum. The switching from the adsorption to the desorption 

phases and vice versa was done A temperature difference between adsorber water inlet and 
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outlet below 0.2°C was used as criterion for switching from one cycle phase and following 

phase, with the purpose of beginning the absorption and desorption processes with uniform 

temperatu e inside the bed. Moreover, the recirculation pump which circulates the refrigerant 

on the evaporator was activated as the valve between the evaporator and the adsorption bed 

opened. This procedure guarantees both uniform initial conditions at the beginning of the 

tests and repeatable operation.  

Experimental results 

In the experimental tests the chilled water flow rate inside the evaporator as well as the 

temperature difference between inlet and outlet of this element were measured. Consequently, 

the instantaneous heat transfer rate was calculated by applying an energy balance on the 

evaporator referred to the chilled water side. Moreover, the pressure inside the evaporator is also 

measured and, based on this measure, the refrigerant saturation temperature was calculated. The 

overall UA is obtained by dividing the exchanged thermal power by the mean logarithmic 

temperature difference across the heat exchanger. The hA (referred to the external side of the 

pipe inside the evaporator) is calculated from the heat transfer rate and the conductive resistance 

of the pipes and the internal convective resistance. 

From Fig. 4, it can be noticed that, as soon as the process starts, the evaporator outlet water 

temperature decreases rapidly due to the initial intense adsorption process. After this sudden 

temperature decrease, the profile remains roughly constant with the continuous evaporation of 

refrigerant. From Fig. 4 it can also be said that, after the initial temperature decrease, there is a 

sort of plateau section of the profile with an almost constant profile. The maximum temperature 

difference reached with tests with an inlet water temperature of 20°C is around 7.2°C, while 

tests with inlet water temperature of 15°C had a maximum temperature difference of 5.5 °C. The 

average pressure value during the plateau section was in the range of 1100 Pa – 1300 Pa. Given 

the constant inlet temperature, the same path is followed by the heat tranfer rate.in Fig. 5. Both 

the calculated external hA and overall UA parameters are reported in Fig. 5 and 6, respectively 

for the test with 20°C evaporator inlet temperature and evaporator flowrate of 0.4 m
3
/h. The 

average value of the overall UA during the plateau interval is in a range of 620 – 640 W/K while 

the range for the average external hA is 1040 – 1150 W/K.. In Fig. 6 it can also be seen the 

profile of the mass of refrigerant, which smoothly decreases as the test progresses. A possible 

explanation of the reduction of the hA value can be explained with the reduction of the reduction 

of the refrigerant content in the evaporator, with reduces the mass flow rate of recirculated 

refrigerant due to cavitation and consequently the actual wetted area of the evaporator 

Furthermore, the amount of refrigerant inside the evaporator influences the duration of the test. 

All tests were ensured to begin with a water level below the final tube of the coil to avoid pool 

boiling and only having falling film evaporation. The duration of each adsorption-evaporation 

phase increased with the increase of refrigerant mass inside the evaporator. 
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Figure 4 – Pressure-Temperature graph  

 

Figure 5 – Overall hA and remaining mass of refrigerant  

 

 
Figure 6 – Overall UA and heat transfer rate 

 

Summary/Conclusions  

A falling-film evaporator for adsorption chillers has been tested by a laboratory test-rig with 

different liquid refrigerant contents (1.57 – 0.85 kg) and different inlet temperatures (15 °C – 

20 °C). The cooling capacity obtained in the 15 °C tests is almost 2.5 kW, with an overall UA 
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coefficient of about 640 W/K and an external hA coefficient of about 1150 W/K. Moreover, in 

the 20 °C tests, the obtained cooling capacity is around 3.5 kW, with an average overall UA 

coefficient of about 620 W/K and an external hA coefficient of about 1040 W/K. The hA values 

is stable during the first phase of the evaporation before decreasing considerably as the process 

is completed. The reduction of the recirculated refrigerant flow rate is presented as a possible 

explanation. This will be further investigated with more tests and adding a measure of the 

recirculted refrigerant mass flow rate to the analysis.  
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Abstract  

Absorption thermodynamic cycles have been proposed not only for cooling but also for 

power generation. The idea behind the concept is in extracting more heat out of the heat 

source thanks to working fluid temperature glide and increasing the utilisation efficiency. 

Most common is the Kalina cycle utilising water-ammonia mixture working fluid. However, 

other working fluids that may provide further thermodynamic benefits have only rarely been 

examined experimentally.  

Absorption power cycle with LiBr solution working fluid has been proven to theoretically 

provide superior performance to ORC and Kalina cycle for low temperatures of the heat 

sources below approximately 120°C. Also, it was identified as suitable even for kW scale 

systems, for example, as high vapour volume allows for a design of an effective impulse 

micro turbo-expander. In order to verify the feasibility in real life, a sub-kW scale proof of 

concept system has been designed. 

This work reports on, to the authors' knowledge, the world's first absorption power cycle 

using salt (LiBr) solution, known so far only from absorption cooling. The system also 

features a nylon 3D printed turbine. The experimental performance is compared to the 

theoretical benefits of the cycle, and prospective applications are evaluated. If a standalone 

waste heat recovery proves unfeasible, the system also offers a possibility of integrating 

power production to absorption chillers to improve system versatility. 

Keywords: Kalina cycle, absorption power cycle, LiBr, proof of concept. 

 

Introduction/Background 

The utilisation of low-temperature heat sources, especially of waste heat, efficiently has been a 

goal of many research activities. Regardless of large potential from low-temperature waste heat 

(around 100°C and below) conversion into electricity in small distributed power systems, 

applications of such technologies are, however, very scarce. Reasons are primarily due to poor 

efficiency and high costs. The traditional method widely considered and applied for higher 

temperatures, ORC, often doesn't reach sufficient efficiency for commercial application at such 

low temperatures. Moreover, the requirements for heat rejection rise significantly as the heat 

source temperature and efficiency decreases, and thus the relative amount of rejected heat 

against unit of power output rises. The ideal cycle for utilising low temperature is a trilateral 

cycle, which, thanks to a gradual increase of working fluid temperature during the heat input, 

minimises the irreversibilities.  [1]–[3] Several methods to approach the trilateral cycles have 

been proposed, including using zeotropic working fluids with a temperature glide during phase 

change. Absorption power cycles are one of these systems, where many works in the past 

suggested the use of water-ammonia mixture and several plants were built [4]–[6].  
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Absorption power cycle (APC) using aqueous salt solutions, particularly LiBr, has been 

proposed as an alternative to the ORC and Kalina cycle for low-temperature waste heat 

recovery, providing theoretically higher efficiency [7]. In order to verify actual operation, a 

proof-of-concept system has been proposed [8]. This system, seen in Figure 1, has a nominal 

heat input of 20 kW of 90°C water and designed power output of around 300 W. In the shell & 

tube heat exchangers, desorber and absorber, are inserted probes for examination of the working 

fluid temperature glide during the phase change. Axial partial admission single-stage turbine for 

expanding steam was selected due to high volumetric flowrates (steam in order of several kPa) 

and made from nylon by 3D printing and implementing an integrated permanent magnet 

generator (principle verified in [9]). 

    
a) b) c) 

 

Figure 1: APC experimental rig, (a) schematic diagram, (b) 3D model of the system, (c) photograph 

of the system 

Design review 

An experimental system has been proposed to verify the actual applicability and technical 

feasibility of the APC with LiBr solution. First experimental considerations [10] and trials 

with water [11] led to the design of a proof of concept system of the cycle with a nominal 

power output in hundreds of watts. Its design was in detail introduced in [8]. Here the design 

of the main components is briefly reviewed, followed by details on instrumentation and 

operation. 

Heat Exchangers 

After the thermodynamic model based on pinch-points has been made, the obtained value 

served as a basis for the heat exchanger design. The type of heat exchanger was selected as a 

flat plate for the recuperator. A horizontal single-pass counter-flow shell & tube exchanger 

was designed for the desorber, as this concept is common to absorption chillers. The LiBr 

solution is in the shell with a specified liquid level, meandering between vertical baffles. The 

tubes and baffles are in the lower part of the exchanger up to the designed liquid level.  

The falling film absorber is designed as well as a shell & tube type. The absorber was 

designed to pursue as much as possible of the counter-flow principle. From the top part with 

the steam inlet, it consists of rich solution spray nozzles, packing (as from cooling towers) for 

the adiabatic part of the absorption and helical coils of cooling water with the outlet at the top 

and inlet at the bottom. About 90% of the required surface area is then repeated under another 

packing. Spraying nozzles above the coils are using a recirculation stream from the bottom of 

the absorber. This section serves to promote absorption if needed but can be bypassed and 

switched off. Note in the overall absorber and desorber design shown in Figure 2 also the 

fittings for temperature probe measuring the temperature profile. 
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Figure 2: Design of the desorber (left) and the absorber (right) for APC 

Turbine 

The Turbo-expander concept is chosen due to the large vapour volumetric flowrates in the 

APC. Following the suggestions of [12], a requirement of low-cost components (lower speed, 

worse manufacturing tolerances etc.), an axial impulse turbine with partial admission has 

been designed for this application. The design is based on a 1D mean line model with chosen 

maximal rotational speed suitable for the generator and its bearings (15 000 rpm) and mean 

rotor diameter to ensure manufacturability with good tolerances (120 mm). As the loading of 

the blades and operating temperatures are low, plastic material, which can be even 3D 

printed, is sufficient for nozzles and rotor buckets. Based on experience in [9], selective laser 

sintering (SLS) of polyamide powder has been used for manufacturing. The model and 

drawing in Figure 3 show that the expander is, for simplicity, designed to be inserted 

between flanges into the piping. Details of the expander designing procedure and first tests 

can be found in [13]. 

 

Figure 3: Design of the turbo-expander 

Overall system 

The experimental proof-of-concept APC system is illustratively shown on a simplified 

diagram in Figure 1a.  As the figure suggests, the design utilises a shell & tube desorber (i.e. 

steam generator) as well as a shell & tube falling film absorber (LiBr solution flown on the 

outer surface of helically wound tubes and steam is absorbed).  The working fluid in the 

desorber (steam generator in absorption chillers terminology) undergoes a partial phase 

change when steam is generated and goes through the expander into the absorber. The rich 
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solution is routed to the absorber in a separate line via a recuperator. While concepts with 

counter-flow low volume heat exchangers (as plate type) assume a separator downstream, our 

design follows a large volume exchanger design which already serves as a separator, as found 

in standard absorption chillers. Note an additional pump in the rich solution line to overcome 

potentially excessive pressure losses in the piping and nozzles in the absorber. The steam in 

the absorber is absorbed into a subcooled liquid solution film flowing on a heat transfer 

surface where heat is removed into cooling water. In case of insufficient absorption rate 

additional solution recirculation circuit is considered here with the solution nozzles in the half 

of the absorber's height.  

Major design parameters are summarised in Table 1, with details described in [8]. The 

overall configuration of the system is then clear from a model and photograph in Figure 1b 

and 1c. Note especially the very low pressures of the turbine inlet and outlet. Also, as the 

device serves as proof of concept, some components, especially the absorber, are oversized. 

Finally, the device is built on a two-floor structure so that every part of the system is 

accessible for commissioning and maintenance. 

The main phenomena to be verified by this system are at first of course for the technical 

feasibility and overall operation, but also actual temperature profile in the heat exchangers 

with temperature glide (both desorber and absorber have inserted multiple temperature probes 

along the flow direction) and last but not least feasibility of plastic 3D printed turbo-

expanders. 

Table 1: Main design parameters of the APC rig 

Heat source inlet temperature Ths 90 °C 

Heat input Qin 20 kW 

Cooling water inlet temperature Tcw 30 °C 

Working fluid LiBr+H2O 35% (LiBr wt., lean) / 50% (rich) 

Lean LiBr solution mass flow        0.026 kg s-1 

Vapour mass flow       0.008 kg s-1 

Turbine inlet pressure pHP 13.38 kPa 

Turbine outlet pressure pLP 5.99 kPa 

Turbine isentropic power output Wis 840 W 

Turbine design power output Wturb 370 W 

Design parasitic load (incl. cooling water pump and fan) Wparas 116.2 W 

Design cycle / system efficiency                1.9 / 1.3 % 

 

Instrumentation 

In the APC rig, most of the measurements were taken and recorded via PLC system AS332T-

A with measuring cards for RTD temperature sensors, voltage and current input. Additional 

temperature sensors for temperature glide were measured via Labview (cRio module). The 

turbine load was controlled via an in-house built DC load (output current was rectified first) 

system, which included a PID regulator to keep the required rotational speed. This system 

also recorded the voltage and current along with rotational speed based on produced AC 

current frequency. Some details about this method can be found, for example, in [14].  

Figure 4 shows a simplified PFID of the APC rig and the position and types of measurements 

within the system. It also shows design thermodynamic properties in respective streams. The 

details of the sensors for the measured variables are summarised in Table 2. 
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Figure 4: APC experimental rig simplified PFID 

Table 2: Test rig sensors and transducers 

Parameter Type Range Error 

p (kPa) Ceramic capacitive DMP331 0-400, 0-200 0.35% FS, 0.10% FS 

T (°C) Pt100 RTD (4 wire) -50 - 200°C 0.5% + 0.3°C 

   (l min
-1

) Vortex LIQUI-VIEW Base LVB 0.5-10, 3.5-50, 5-85  <1% FS 

U (V) Voltage divider +Arduino A/D 0-60 V 2% + 0.03 V  

I (A) Arduino A/D via U drop (1 block) 0-30 A 2% + 0.02 A 

n (RPM) Electrical frequency via Arduino A/D 2k-100k ~20 rpm (@ 10k rpm) 

 

Operation 

Before each test campaign, the system was evacuated, and after it, the rig was filled with 

nitrogen slightly above ambient pressure to prevent oxygen intrusion and potential corrosion. 

The tests were performed for ranges of charged solution concentration of 54% (as purchased), 

then 50%, 45% and 40% and additionally during commissioning with pure distilled water.  

During the experimental tests, controlling parameters of the cycle were set. The cycle 

operating with the turbine has two degrees of freedom, speed of the main pump and the rich 

solution pump. In addition, when the bypass valve was used instead of the turbine, its 

opening simulated the turbine's swallowing capacity, thus providing another degree of 

freedom.  

The pumps were operated so that the recirculation pump was set to run at a certain constant 

speed. In contrast, the lean solution pump was (manually) controlled to provide a constant 

liquid level in the desorber. The opposite method of control has proven to be unreliable. At 
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certain states, the liquid solution stopped returning to the storage tank. The suspected reason 

is crystallisation, though there should have been a margin from the limiting concentration. 

This phenomenon might deserve deeper focus in the future. In addition, the pump's control 

and long time constant of the system sometimes caused notable departures from steady-state 

liquid flows. At least partial correction for these discrepancies is provided in the next chapter. 

The heat source was a heating water taken as part of the output of biomass-fired ORC units, 

either a 50 kW version described in [15] or a scaled-up 120 kWth version. Due to the units 

settings and partly heat losses in the heat input pipes, the heat source temperature was 

typically between 75 and 85°C, while it could be further decreased by a three-way valve 

mixing in the return water. Thus, the range of the explored heat source temperature was 67-

88°C. The heat sink was provided by a cooling water which rejected the heat into the air in an 

air cooler, and its temperature depends on ambient conditions. The range of the explored 

cooling water temperatures was 11-46°C. The range of temperature difference between heat 

source inlet and cooling water inlet was 38-71K, but bear in mind that the mass flow rates 

differed as well, between 0.15-0.87 kg/s at the heat source side and 0.27-0.47 kg/s at the 

cooling water. A sample of recording of the selected data from the operation is in Figure 5, 

with a distinct period of turbine operation, while the bypass was operated at the rest of the 

time. 

 

Figure 5: Example of the record of selected parameters from the APC operation with an indication of 

the selected steady-state periods with and without turbine operation (numbers correspond to the PFID) 

 

Data Evaluation Methods 

From the recoded data are selected periods of relatively constant operation, evaluated 

primarily by the steadiness of the pressure levels. An example of such states selection is in 

Figure 5. For further evaluation, the average values from these selected periods were 

obtained, and each value was treated as an operational state. 

The mass flow rate cannot be directly evaluated from the volumetric flow rate of the liquid 

streams. The reason is that the density is a function of LiBr concentration, which is not 

directly measured. Therefore, the desorber's mass and energy balance equation is used with 

the inputs, outputs, and measuring point according to Figure 5a. The assumption is that the 

rich solution leaving the absorber is at the saturated temperature; thus, its concentration is 

given. A slight difference in results is obtained if mass balance is applied to both solution and 

each fluid component (LiBr and water) or, e.g. energy balance of separation (from calculated 

2 phase fluid quality). This difference is also associated with a slight mismatch in either the 

mass or energy balance of the system. Using the energy balance also helps to smoothen and 

lower the impact of transient effects affecting the flow rate during cycle control (rising or 
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falling of desorber liquid level) and volumetric flow rate measurement inaccuracies. Except 

for solving the mass flow rate, the actual concentrations are also obtained in this calculation. 

Another approach has been explored to evaluate the mass flow rate. The first point of the 

temperature measurement along the desorber length was considered the point of reaching the 

saturation of the lean solution. This approach would explain the low temperature glide via by 

concentration difference of the solution. But it has a substantial deviation in mass flow rates. 

The steam mass flow rate from the evaluated mass balance is more than three times lower 

than from the energy equation. When concentration data are inserted into the cycle model, 

lean and rich solution mass flow rates need to be about three times higher than measured. 

Thus the actual concentration change needs to be higher, and this approach was disregarded. 

The resulting graph in Figure 5b shows the discrepancy between the steam mass flow rate 

obtained from the energy balance and the difference from the two measured volumetric flow 

rates. In order to select data with higher quality, values with relative difference smaller than 

40% or absolute difference smaller than 0.015 kg/s were selected. Fluid properties are 

evaluated from the REFPROP database for water and from a formulation in [16] for the LiBr 

solution.  

     

Figure 5: Schematic diagram of desorber parameters used in the evaluation of steam mass flow rate 

(left) and graph of steam mass flow rate obtained by the difference in measured volumetric flow and 

from the energy balance 

The turbine efficiency is evaluated with respect to the isentropic power. The efficiency is 

evaluated concerning the produced electrical power output (electrical efficiency) and from 

the mechanical power output as an isentropic efficiency. As the measured power is in the 

form of electricity, obtaining mechanical power output has been done using generator 

efficiency evaluated for each operation state. The generator efficiency is obtained from the 

characteristics provided by an eCalc
1
 tool, which includes performance parameters of a wide 

range of aeromodelling BLDC motors. This tool was used to obtain torque–rotational speed–

efficiency dependencies, which were then applied. Additionally, a nearly constant voltage 

drop on the rectifier was taken into account. 

For the system itself, the important parameter is not just cycle efficiency but also utilisation 

efficiency (evaluated with respect to heat source heat content). Reference for the utilisation 

efficiency was taken as cooling water inlet temperature. Only the gross efficiency (excluding 

all parasitic load) was evaluated at this point. The unit was in most of the time operated with 

the bypass valve, only simulating the turbine. In order to assess the potential of the cycle in 

general, a hypothetically achievable expander efficiency of 65% has been assumed as safely 

realistic for small turbo-expanders [17], [18]. The cycle parameters are then recalculated with 

this expander efficiency value. 

                                                           
1 https://www.ecalc.ch/torquecalc.php 
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Experimental Results and Discussion 

The experimental performance has been explored mainly from three points of view, regarding 

parameters of the cycle, the performance of the plastic 3D printed turbo-expand, and actual 

temperature profiles during the phase change with the temperature glide. 

Cycle parameters 

The selected and analysed steady states are covering in summary about 20 hours of the APC 

unit operation (excluding transition states). The resulting cycle and utilisation efficiency for 

assumed expander efficiency of 65% are plotted for these states in Figure 6a as a function of 

the cycle pressure ratio (PR) and distributed according to the charged LiBr concentration. The 

operation states recorded as more accurate are highlighted with rich colour. The second graph 

(Figure 6b) shows the same parameters but for actual expander electrical power output (DC 

after rectification), i.e. including turbine isentropic efficiency, generator efficiency and 

rectifier diode efficiency (voltage drop) and only the states with turbine operation.  

    

Figure 6: Cycle and utilisation efficiencies as a function of cycle pressure ratio and charged LiBr 

concentration - with the hypothetical 65% expander efficiency, higher accuracy states in bold (left) 

and measured parameters with the plastic turbine (right) 

The operation points are recorded over a range of heat source and heat sink temperatures and 

mass flow rates. To generalise the data concerning the temperature potential, Figure 7a 

shows the cycle data points plotted as a function of a temperature difference between the heat 

source and heat sink inlets. It is not an exhaustive range of possible operation states, but the 

general trend is that the maximum cycle efficiency is independent of the charged fluid 

concentration. However, the highest utilisation efficiency is a domain of the lowest explored 

charged concentration. This is because the low concentration offers a higher space for the 

concentration change between the lean and rich solution. 

The concentration change is furthermore used for plotting the data Figure 7b. Here we can 

see a confirmation of the thermodynamic models that the highest cycle efficiency is 

associated with lower values of concentration change (but not the very lowest, particular 

optimum exists). On the other hand, the utilisation efficiency increases with the concentration 

change with a possible optimum at somewhat higher values. Thus, a drop in utilisation 

efficiency might come with a further increase in the concentration difference (if the operating 

conditions allow such a state). This behaviour is further seen in detail for 40% LiBr charge 

concentration in Figure 8, where cases with a low variation between the heat source and sink 

inlet temperatures were selected. 
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Figure 7: Cycle and utilisation efficiencies as a function of charged LiBr concentration and 

temperature difference between the heat source and heat sink (left) and of a concentration difference 

(right), all with the hypothetical 65% expander efficiency 

  
Figure 8: Detail of cycle and utilisation efficiencies as a function of the solution concentration 

difference for cases with low heat source and sink inlet parameters variation 

Temperature glide measurements 

One of the objectives of the experiments was to evaluate the temperature glide across the 

non-isothermal phase change during desorption and absorption, as high temperature change 

was suggested in the past for waste heat recovery. This glide for several selected operation 

states is shown for both desorber and absorber in Figure 9. The measured temperature in the 

desorber corresponds to the boiling solution as the probes are placed under the liquid level. 

The recorded glide is significantly lower than predicted yet still measurable. A certain 

decrease of the glide was expected due to the large volume shell & tube exchanger with a 

nearly quiescent pool of the boiling solution in the shell. Interestingly, the glide doesn't differ 

significantly between the operation states with various solution charge LiBr concentration. 

However, such a result is in accord with Figure 7b, where no clear relation between 

concentration difference and charge solution concentration has been found. The lowest 

absolute values for the 40% concentration are caused only by the fact that ambient conditions 

allowed lower temperatures at these tests. 

  
Figure 9: Measured temperature glide profiles in desorber and absorber 
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In most cases, the absorber had operational only the upper half as the lower half was designed 

only as a backup if the absorption rate is insufficient. However, the measured temperature 

might correspond to the low-pressure water vapour as the temperature probes were not 

always fitted between the cooling coils. Therefore, it is hard to estimate how the sensors are 

wetted with the liquid solution, and the results need to be taken only as illustrative. The inlet 

temperature shown is the turbine outlet vapour, while the first point of measurement is after a 

packing (for adiabatic absorption) and a small portion of cooling coils. Adiabatic absorption 

may explain the temperature increase in some cases between the inlet and the first 

measurement. An increase in temperature in the bottom part may be associated with improper 

wetting by the solution, while the steam has a higher temperature. 

The extent of the temperature glide is in theoretical models associated with the concentration 

change of the solution. Also, the concentration change and temperature glide are related to 

the cycle PR. These two relationships are shown in Figure 10. In the first graph, the general 

trend of increasing PR with a decrease in concentration change is observed. Several lines can 

be identified in the trends, each corresponding to the similar heat source and heat sink 

conditions. The second graph also shows a general trend of increased temperature glide with 

increased concentration change. However, at any given concentration change, the spread of 

the glide values is very high. Note the much higher absolute values of measured glide in the 

absorber, partly associated with measurement of the vapour phase and partly from a better 

counter-flow operation. 

     
Figure 10: Concentration change as a function of pressure ratio and temperature glide as a function of 

concentration change for all measured states 

Comparison with the design models 

For a selected case out of the "more accurate" states, an analysis of parameters and comparison 

with design models when the operation parameters are fitted back is shown. The design model 

doesn't work for fully off-design calculation, but it can provide an insight of a performance 

comparison between design and actual. Desorber analysis and measured data are used to obtain 

the heat source and heat sink inlet parameters, turbine inlet pressure, lean solution concentration 

and mass flow rate and absorber outlet temperature. Then, the design model is adjusted, with 

one input being the actual size of the heat exchangers. A comparison of the main cycle 

parameters from the design model and measured data is shown in Table 3.  

Interestingly, at these boundary conditions, the desorber, according to the design model, has 

worse heat transfer performance, even though the actual LiBr concentration difference is 

smaller, so the cycle can extract less energy from the heat source. Moreover, the improved heat 

transfer is regardless of a very tranquil boiling process observed on smooth stainless tubes. On 

the other hand, the absorber performs worse where the model predicts notably lower pressure 

and, as a result, a better cycle and utilisation efficiency. 
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In order to better compare other measured cycle parameters with the modelled ones, a correction 

factor to the overall heat flux in desorber and mass transfer coefficient in absorber has been 

determined. Additionally, the concentration and pressure in the absorber do not correspond to 

the outlet temperature, so the model was extended to solution subcooling at the absorber outlet.  

Table 3: Comparison between modelled and measured parameters 

Parameter Unit design model corr. model measured 

ξrich % LiBr 45.0 47.5 47.5 

ξlean % LiBr 37.6 37.6 37.6 

pdes kPa 9.2 9.2 9.2 

pabs kPa 3.2 4.8 4.8 

CorrFdes 1 0 1.59 n.a. 

CorrFabs 1 0 0.30 n.a. 

ΔTdes K 17.1 13.8 9.5 

ΔTabs,vap-

water 
K 6.0 13.4 3.3 

ΔTabs,liq-water K 2.2 2.4 3.3 

Qin kW 11.1 13.5 13.5 

Wturb,calc W 395 317 317 

ηc % 3.56 2.30 2.30 

ηu % 0.54 0.43 0.43 

 

An essential parameter in the theoretical studies determining the performance in waste heat 

recovery is the TQ diagram of the heat input. Furthermore, for heat rejection, the shape of the 

TQ diagram and the related mass flow rate of the cooling fluid relates to the parasitic load. 

Figure 11 compares the measured TQ diagrams to the ones from the corrected model. From this 

comparison, we can see that regardless of baffles for working fluid meandering in the desorber, 

the solution temperature rises much faster than required. The remaining temperature glide is 

only moderate. The pinch point then shifts to the point of saturated lean solution from the design 

point at the heat source inlet. 

In the absorber, the vapour temperature corresponds to the saturated solution, while the solution 

itself on the tube surface is subcooled. The measured temperature profile corresponds to the inlet 

vapour temperature (lower than theoretical after adiabatic absorption), followed by probably 

measured vapour temperature before accurately following the modelled liquid solution 

temperature. This result suggests that the outlet solution is subcooled as it just follows the course 

of the liquid phase. The actual process doesn't allow the return of the bulk solution temperature 

back to the saturation temperature. 

  

Figure 11: Comparison of measured temperature glide profiles in desorber and absorber with the 

corrected model  
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Another deviation from the cycle models is a lower measured vapour temperature exiting the 

steam generator than corresponds to the saturated mixture temperature (identified by outlet 

liquid solution). This is illustrated in Figure 12, where the theoretical values of pure vapour 

superheat (saturated solution temperature minus saturated steam temperature at corresponding 

pressure) are shown with respect to the rich solution concentration. The superheat based on the 

measured steam temperature is on average 7 K lower, with the spread of the values between 

0.5 K and 19 K. Part of the lower temperature can be caused by thermal loss between the 

desorber and measuring point 1200 mm away. The loss should be nearly constant regardless of 

the steam mass flow rate, but the data says this is not the case. Adding the spread of the values 

and mostly constant temperature difference between the actual and the theoretical values 

suggests another phenomenon that causes departure from the thermal equilibrium. Generation of 

vapour at a part of the heat exchanger closer to solution inlet can have only partial effect as the 

measured temperature glide is on average less than 3K. 

 

Figure 12: Measured and predicted superheat at the desorber outlet 

Turbo-expander performance 

Turbine performance is essential as a critical component, and the nature of its operation and a 

specific approach to the design are assessed separately. During the experiments, the expander 

was in operation between various pressure levels, with Figure 13 summarising all 

experimentally obtained characteristics. During the operation, a resonance frequency and 

related vibrations caused the turbine speed around 8000 rpm, occasionally around 9000 rpm, 

to be the limit so that maximum efficiency couldn't be reached. However, the operation of the 

nylon turbine with an integrated BLDC motor as the generator in the steam environment has 

been proven. In addition, no issue regarding reliability and components material issue has 

been observed after the disassembly except for surface corrosion of several steel bolts 

holding the generator, which did not have any (even zinc) surface treatment. 

The detail of turbo-expander operation for only the states selected as more accurate is shown 

in Figure 14. Both figures confirm that the generally expected trend of increasing efficiency 

with the pressure ratio is valid. Furthermore, even with the poor surface quality of the flow 

sections, the efficiency is mostly within boundaries provided by different loss models. This 

shows a high prospect of the plastic 3D printed concept, especially with more advanced 

design engineering than was adopted for this first proof of concept. 
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Figure 13: Measured turbine characteristics from APC operation and comparison with design 

 

Figure 14: Measured turbine characteristics from APC operation for states with higher accuracy 

Conclusions  

A proof of concept absorption power cycle unit with LiBr solution working fluid has been 

built. Experimental performance and results have shown the overall technical feasibility of 

the concept. This is the first reported operation of a power cycle with a salt solution to the 

authors' knowledge. A 3D printed plastic turbine has been operated in the system. With the 

heat source temperature below 90°C, the maximum gross electrical cycle efficiency reached 

0.8% and about 150 W. However, with a state of the art turbo-expander, there is a potential 

for maximal cycle efficiencies of almost 5% and heat source utilisation efficiencies around 

0.5%. 

Actual behaviour and parameters have shown several important aspects to consider when 

designing APC systems with LiBr solution. First, the temperature glide has been achieved only 

at a much smaller extent than it was designed. This is regardless of achieving a large 

concentration difference of the working fluid.  

The performance of the desorber regarding heat transfer turned out better than according to the 

heat transfer model. The opposite was though the case of the absorber. Further improvement for 

desorber heat transfer could be in having higher roughness of the heat transfer surface. Still, the 

applied design of desorber has limited feasibility for the waste heat recovery applications where 

large temperature glide is essential.  
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The turbo-expander with the generator has shown over the experimental campaigns no damage 

both for the nylon components and the generator connected directly to the rotor with the low-

pressure steam flowing around. Due to the high volumetric flow rates, it has been proven that 

the turbine is a suitable expander for APC with LiBr solution, even at very low power outputs. 

Lower than expected isentropic efficiency reaching about 25% can be significantly improved in 

future designs by tackling vibrations to allow higher rotational speed, improving the surface 

quality of flow paths and using better design models with subsequent optimisation. After such 

modifications, a 3D printed turbine shows a prospect of a cost-effective solution. 

 

Figure 15: Schematic diagram of proposed combined heat and power absorption system 

Even though authors have originally proposed the APC for waste heat recovery, the expander 

can also be implemented into an absorption chiller as a parallel branch, as shown in Figure 15. 

Such solution can improve utilisation of the absorption system when chiller demand is low, and 

power demand is high. The technology explored in this work (as 3D printed turbo-expander) 

can be cost-effectively applied in that manner 
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Abstract 

The aim of the work is to develop a gas-fired heat pump as a domestic gas boiler 

replacement, with 10 kW heat output and a seasonal gas utilisation efficiency (GUE, the ratio 

of heat output to gross calorific value of gas used) of 1.2. It is a two-bed carbon-ammonia 

adsorption heat pump with heat and mass recovery. The generators are a low-cost monolithic 

carbon – aluminium fin laminate design. Testing of the machine has revealed that the 

generators do not adsorb and desorb at the expected rate which limits the heat output to 7.7 

kW and the COP (the ratio of heat output to heat input) to 1.27. This would translate to a 

GUE of only 1.12 including the anticipated gas burner efficiency. The cause of the slow 

adsorption rate has been identified as blockage of the beds by carbon powder and work is 

underway to rectify it. 

 

Keywords: adsorption, heat pump, active carbon, ammonia 

Introduction/Background 

Fossil fuel boilers providing space heating and domestic hot water production are responsible 

for a significant proportion of global CO2 emissions. Whilst the ultimate aim may be to 

replace them with electric heat pumps operating on renewably generated electricity, in many 

countries this would require a significant upgrade or even total replacement of the electrical 

grid in order to meet the demand created. In the interim period gas-fired heat pumps offer a 

more efficient alternative to gas boilers. Longer term they may even become renewable with 

the introduction of hydrogen or biogas into gas grids, and would reduce the amount of 

renewable gas that would need to be generated. 

Several companies, universities and research establishments are developing gas-fired heat 

pumps with the aim of replacing domestic gas boilers [1-5] and the state-of-the-art is 

reviewed in the recent IEA Annex 43 report on ‘Fuel Driven Sorption Heat Pumps’ [6]. 

Systems using water as a refrigerant [1, 2] must operate with evaporating temperatures above 

0°C which precludes the use of an air-source, necessitating a solar assisted or ground source 

for the evaporator at higher capital cost. Systems using ammonia refrigerant can operate with 

an air-source at lower cost and with a wider range of applicability. Ammonia-water 

absorption systems have a typical GUE of around 1.4-1.5 [3, 4]. Ammonia-salt adsorption 

systems are under development [5] with similar target GUE to the absorption systems, but the 

salt reactions are sensitive to the temperature conditions and reaction rates can limit the 

power density, adversely affecting the size and capital cost of the system. 

Whilst active carbon has a lower concentration swing than salts (resulting in lower COP and 

GUE), physical adsorption is less sensitive to temperature conditions and so can operate over 

a wider range of conditions. It is also not limited by reaction rates, only heat transfer, and it is 

possible to highly compact the adsorbent without affecting mass transfer. These factors 

should enable more compact and lower cost systems to be constructed.  Work has been 

ongoing at Warwick to develop an adsorption generator of sufficiently low cost for 

application to a domestic gas-fired heat pump. Previous designs using plates [7] and micro-
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tubes [8] could not reach the desired price point due to manufacturing complexity and so a 

finned tube design has been developed as shown in Figure 1. The design incorporates a 10 

mm O.D. stainless steel tube with a 400 mm long, 25 mm across-the-flats hexagonal carbon-

aluminium laminate. There is a wire type ‘turbulator’ insert on the inside of the tube to 

increase the heat transfer coefficient. The carbon layers are 3 mm thick and the aluminium 

fins are 0.2 mm thick. These dimensions were decided upon as part of a previous study [9] 

which used a computational model of the generator to investigate the effect on COP and 

power density of varying these parameters. 19 such tubes are packed in a hexagonal array 

inside each generator. This number was chosen to achieve the target heat output of 10 kW at 

a GUE of 1.2 according the model predictions in [9]. The manufacturing process for these 

tube modules can be highly automated and should therefore be low cost. 

 

 
Figure 1: Carbon-aluminium fin laminate over a 10 mm O.D. stainless steel tube 

 

Methodology 

 

The proof of concept system is shown in Figure 2. For ease of control of test parameters and 

to focus development on the heat pump itself, the heat input is provided by an electric heater 

and the evaporator uses glycol as the heat transfer fluid controlled by a circulator bath (the 

final machine would be air-source to ensure wide applicability). Two further refrigerated 

circulator baths are used to reject the heat output from the condenser and the cooler (which 

rejects the heat of adsorption). 

 

 
Figure 2: Proof of concept carbon-ammonia heat pump (prior to insulation) 
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Assuming that the eventual system has a gas burner efficiency of 80% and that a further 10% 

of the gross gas input could be recovered directly to the load, the target COP to achieve a 

GUE of 1.2 is 1.375 (0.8×1.375+0.1=1.2). 

The mass flow rate of water to the condenser and cooler and from the high temperature heat 

input are measured with Coriolis meters with an accuracy of ±0.1%. The inlet and outlet 

temperatures are measured with PT100 temperature sensors calibrated to ±0.1°C. This 

enables the heat inputs and outputs to be measured with an accuracy of ±50W. 

The water flow to the beds is controlled by pneumatically operated ball valves for low 

pressure drop and a high switching speed. The mass recovery process is carried out by 

opening a pneumatically operated ball valve connecting the ammonia side of the two 

generators at the end of each half cycle. The ammonia flow between the generators and the 

condenser and evaporator is controlled by ball type spring check valves. The liquid ammonia 

from the condenser is collected in a 0.5 litre receiver vessel. Once full, a ball valve between 

the receiver and condenser is closed and a solenoid valve to the evaporator is opened and the 

liquid emptied into the evaporator. This process occurs approximately 2-4 times per cycle 

depending on the operating conditions. 

Discussion and Results 

Table 1 shows the results from selected cycles with two different heat input temperatures and 

evaporating temperatures and with varied cycle times. The maximum COP is only 1.249 

despite the favourable condensing temperature and is below the target of around 1.375. 

Measurement of the ammonia flow rate to and from the generators using Coriolis meters has 

revealed that the rate of adsorption and desorption is lower than expected, but especially the 

adsorption. Cycle times are longer than predicted, leading to lower than expected power 

output and lower COP (since the losses become more significant). The tube modules were put 

through a large temperature jump test before installation and performed as expected in both 

adsorption and desorption and so the only course of action was to partially dismantle one of 

the generators to try to determine the cause of the problem. 

 

Table 1: Test results with varied cycle time, evaporating temperature and high temperature 

heat input (no mass recovery) 

THT 

[°C] 

Tevap 

[°C] 

Tcond 

[°C] 

Cycle 

time [s] 

Heating Power [W] High Temp (HT) 

Heat Input [W] 

COP 

160 6 – 15 37 – 41 552 6614 5295 1.249 

160 6 – 15 37 – 41 612 5899 4722 1.249 

140 5 – 10 36 – 40 342 7599 6277 1.211 

140 5 – 10 36 – 40 462 7089 5751 1.233 

140 -6  -1 34  39 342 6531 5724 1.141 

140 -6  -1 34  39 462 6119 5273 1.160 

160 -6  -1 34  39 342 7721 6752 1.143 

160 -6  -1 34  39 462 7177 6186 1.160 

 

Part of the shell and a few of the outer tubes of one of the generators were cut away for 

investigation, as shown in Figure 3. It was discovered that the passages between the tube 

modules had become blocked with carbon powder. A spacing of approximately 1.5 mm was 

allowed for between each module, but this had become completely filled with carbon and the 

passage of ammonia obstructed to the modules in the centre and lower part of the generators. 
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The effect during adsorption is more pronounced due to the lower gas density and therefore 

higher gas velocity. There is also a lower driving pressure difference available during adsorption 

due to the closer spacing of isosteres at lower temperature. 

 

 

Figure 3: Shell cut away from a generator revealing blockage of ammonia passages. 

 

The outer layer of carbon on each module is relatively fragile after release from the mould and it 

is believed that it is this carbon which has blocked the passages. The modules do not appear to 

be continually deteriorating and it is believed that once this fragile outer layer is removed, the 

modules should be stable and not lose any further material. 

Before dismantling one of the generators, tests were carried out with mass recovery to determine 

if the benefits were as predicted by computational models. The results are shown in Table 2 in 

comparison to a cycle without mass recovery. 

 

Table 2: Effect of mass recovery 

Mass 

Recovery? 

Heating 

Power [W] 

High Temp (HT) 

Heat Input [kW] 

COP Ammonia mass change 

per cycle per generator [g] 

No    6614 5295 1.249 363 

Yes    6740 5312 1.269 443 

 

The effect of mass recovery on COP and power output is in line with model predictions and 

increases the COP from 1.249 to 1.269. This would correspond to a GUE of 

1.269×0.8+0.1=1.12. 

Summary/Conclusions  

Testing of a finned tube design of carbon-ammonia adsorption generator has revealed that the 

flow rate of ammonia during adsorption and desorption is lower than expected, limiting power 

output and COP. The cause has been determined to be blockage of the ammonia flow passages 

within the generators by loose carbon material. It is believed that the deterioration is not 

continual and further work is underway to reconstruct the generators with the blockage removed.  
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Nomenclature 

 

cond Condenser 

COP Coefficent of performance 

evap Evaporator 

GUE Gas utilisation efficiency 

HT  High temperature 

T  Temperature 
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Abstract 

Work to produce resorption machines has been performed at The University of Warwick 

(Warwick) by testing and analysing candidate sorbent salts. A heat transfer and reaction 

kinetics model has been designed to predict the ammonia sorption behaviour of the salt (a 

composite of salt and expanded natural graphite) and to calculate a value for the specific 

mean power per volume of the composite. Simulations from the model predict the salt 

behaviour well, but preliminary results show that heat transfer resistance between the 

composite salt and the metallic heat transfer surface significantly reduces the power output 

per litre of sorbent. To be considered for integration into future heating networks, improving 

the heat transfer in the sorbent reactor is key to producing an effective and compact 

resorption machine, which can be used in the upgrading of waste heat or for heat pumping. 

Keywords: adsorption; ammonia; desorption; heat; heat pump; resorption; thermal 

transformer; thermochemical; waste heat 

 

Introduction 

The UK government is trialling the use of hydrogen for heating homes with demonstration 

homes to be built in Gateshead and plans for low carbon fuels (biogas and hydrogen) to 

replace fossil fuels in both industry and domestic settings [1]. Key to achieving these goals 

will be an increase in efficiency of heating systems, which can improve running costs and 

energy utilisation. Resorption systems using ammonia-salt reactions have long been of 

interest and could provide these developments. Resorption heat pumps will have a marked 

efficiency improvement versus a condensing boiler, with potential coefficients of 

performance of 1.6. The two-bed format of resorption means that systems are simple in 

design, making manufacture and development more affordable than sorption systems with 

condensers and evaporators. Thermal transformers can utilise low grade waste heat that 

would otherwise be emitted to atmosphere, returning steam to an industrial process. Both 

thermal transformers and heat pumps can be a key part of heating and cooling networks for 

improved heating integration and heat recovery. 

 

Work at Warwick has focussed on developing resorption systems by characterising a number 

of salts with Large Temperature Jump (LTJ) testing, and matching results to a heat transfer 

and reaction kinetics simulation model. The tests mimic the salt reaction behaviour in 

conditions similar to a real machine. The results have enabled reaction kinetics for 

ammonia-salt reactions to be modelled, identifying Clapeyron lines for the onset of reaction, 

estimating a single accurate heat of reaction (for adsorption and desorption), and identifying 

model parameters to characterise the performance of the composite salt.  
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The LTJ experiment tests a composite salt adsorbent (halide salt in an expanded graphite 

matrix) in a small heat exchanger, with a temperature controlled heat transfer fluid which 

initiates the sorption reactions. The primary reactor was designed hosting the composite salt 

inside a tube (‘tube-side’), and later, a secondary reactor was manufactured to test the 

material on the outside of a tube (‘shell side’), which has been key to explore the heat transfer 

into and out of the material.  

 

Material Preparation 

The halide salts selected for test are impregnated in an Expanded Natural Graphite (ENG) 

sheet. The salts are impregnated into an ENG matrix to address conductivity issues, swelling 

or agglomeration of the pure salt. The resultant composite exhibits the characteristics 

favoured for a chemisorption machine, mainly rapid heating and cooling, and good salt 

distribution in the matrix. Preparation is described by Hinmers and Critoph [2].  

 

The ENG is a SIGRATHERM
®
 graphite lightweight board (ECOPHIT® L10/1500 10 mm 

thick) and samples are cut from sheet to two different profiles. Disks to fit a 10.8 mm tube 

bore, Figure 1 (a), are used for the tube side reactor and rings with a 12.7 mm internal 

diameter (to fit over a ½’’ OD tube) and 35 mm outer diameter are used in the shell side 

reactor. The disks (or rings) are dried in an oven for 30 minutes at 200 °C, weighed, Figure 1 

(b), and then submerged in a salt solution. The strength of the salt solution predominantly 

determines the salt uptake. The disks in solution are placed under vacuum for 24 hours, 

Figure 1 (c), removed and finally dried in an oven to evaporate the water resulting in the final 

composite samples, Figure 1 (d). The composite sample mass is measured and compared with 

the pure ENG mass to determine the salt uptake. 

The composite samples produced and tested in this work were manufactured using a waterjet 

cutting method. However, mechanical cutting of the ENG sheet is being investigated to 

improve the thermal contact between the composite salt and heat transfer surface area, aiming 

to improve heat transfer in a proof-of-concept resorption heat pump or thermal transformer. 

Mechanical cutting uses custom designed hole saws, such that ENG samples can be made 

quickly with minimal material wastage and a smooth finish. Initial samples prepared by 

mechanical cutting have no apparent reduction in performance or salt uptake. 

 

In this work, Low Temperature Salts (LTS) and High Temperature Salts (HTS) are 

investigated for heat pumping and thermal transformation applications. Manganese chloride 

(MnCl2) is reviewed for the HTS in both heat pumping and thermal transforming. The LTSs 

for a resorption heat pump require a desorption reaction at low ammonia vapour pressures 

and this is the limiting stage in the cycle. Ammonium chloride (NH4Cl), sodium bromide 

(NaBr) and barium chloride (BaCl2) have been identified as potential candidates. For thermal 

transformers calcium chloride (CaCl2) is likely to be the low temperature salt; when paired 

with manganese chloride, calcium chloride will desorb at around 80 °C (low grade waste heat 

temperature) and manganese chloride will adsorb above 100 °C at the same pressure.  
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(a) (b) 

  

(c) (d) 

Figure 1. (a) Dried ENG disk samples (central hole drilled for thermocouple access and gas transport) (b) the mass of the 

disks is measured (c) ENG disks submerged in salt solution under vacuum conditions and (d) the final composite samples. 

 

Experimental Method 

The LTJ technique pioneered by Aristov and Dawoud [3], has been used to assess composite 

salt behaviour. Experiments involve placing composite samples inside a ‘unit-cell’ sorbent 

reactor connected to an ammonia expansion vessel, with the composite salt placed on either 

the tube side, or shell side, depending on the reactor geometry. A silicone oil heat transfer 

fluid flows through the reactor, which is supplied from two temperature controlled baths at 

different temperatures. By controlling the flow through the reactor from each bath, through a 

valve manifold, a temperature ‘jump’ up or down, imposes conditions that imitate the 

dynamic conditions of a real machine and initiate an adsorption, or desorption reaction as 

illustrated by Hinmers and Critoph [2].  

 

An example of a tube side LTJ setup is shown in Figure 2, with the key components on the 

ammonia side and the heat transfer fluid (HTF) connections shown. The tube side reactor is a 

double pipe heat exchanger. Figure 3 shows the shell side reactor for reference. The shell 

reactor was developed to further evaluate the composite salt performance in the shell side of 

the double pipe heat exchanger geometry, the design is presented in detail by Hinmers et al. 

[reference pending] 
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Figure 2. The Large Temperature Jump (LTJ) experimental setup, with the tube side reactor configuration.  

The LTJ rig can be modified to estimate the heat of reaction by disconnecting the expansion 

vessels. Unlike the LTJ test, the temperature must change very slowly, tracking along the 

isostere and for simplicity is termed an Isosteric Temperature Change (ITC) test. The slow 

nature of the ITC together with the lack of significant sorption when on the isostere reduces 

the hysteresis and gives a single value for the enthalpy. A cycle (desorption and adsorption) 

using the ITC test method takes several hours (typically 10 hours to heat and cool by 15°C), 

whereas with the LTJ testing method, a cycle completes in minutes (typically 10-30 minutes).  

 

Figure 3. The Large Temperature Jump (LTJ) experimental setup, with the shell side reactor configuration. The LabVIEW 

program can also be seen on the screen.  

Pressure readings for the system and temperature measurements of the reactor, using sensors 

connected to an NI CompactDAQ and linked to a LabVIEW interface, allow an 
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understanding of the kinetics of the composite salt to be observed in real-time. For the ITC 

test, the temperature and pressure isostere data, is used to obtain an accurate heat of reaction. 

 

For the LTJ recorded data, the temperature and pressure is used to find separate adsorption 

and desorption equilibrium lines, which illustrate the onset of reaction as described by the 

Clapeyron equation (equation 2) where: ΔH is the reaction enthalpy change; ΔS is the reaction 

entropy change; R0 is the universal gas constant, 8.413 [J/(mol∙K)]; and T is the temperature. 

ΔH and ΔS are obtained through LTJ testing. 

 

The LTJ results also are the basis for a semi-empirical heat transfer and reaction kinetics 

model developed by Critoph et al. [reference pending], based on a linear form advancement 

equation summarised by Mazet, Amouroux and Spinner [4] Equation 1. 

 eq
p - pdX n=(1- X) A

dt p
, (1) 

Where: X is the advancement of the reaction (0 to 1); p is the pressure; peq is the equilibrium 

pressure; and A and n are constants. Critoph et al. developed the advancement model into a 

physical adsorbent ‘mass based’ model, considering the mass of adsorbate in each ‘state’ 

during the reaction. peq in Equation 1 is calculated from the Clapeyron equation: 

, (2) 

The adsorption and desorption equilibrium lines from equation 2 will have different values 

for ΔH. To abide by the first law of thermodynamics the value for the heat of reaction must 

be near to equal (with the difference as a function of hysteresis temperature). Therefore the 

estimated heat of reaction ΔHreact from the ITC is used within an energy balance.  

The model was implemented in MATLAB
®
 and the simulated outputs matched to the 

experimentally obtained data through the fine-tuning of five key modelling parameters: the 

thermal conductivity of ENG, wall heat transfer coefficient (characterised by an ammonia gas 

gap between the reactor wall and composite sample), fraction of salt accessible to gas (active 

fraction), and the two reaction rate constants (A and n) in Equation 1, which are different for 

adsorption and desorption. This is detailed by Hinmers et al. [reference pending] 

 

Experimental tests were conducted across a pressure range of interest for applications in 

resorption heat pumping and thermal transforming, predominantly 0.5-10 bar. The validity of 

the model output was tested by comparing with collected experimental data at different 

pressures and for different driving temperatures during a temperature jump cycle. On 

completion of testing, the constants in equation 2 were obtained and through modelling, the 

five key parameters identified, which allow predictions of the performance of the composite 

salt to be made.  

 

The simplicity of the LTJ rig allows the testing configuration to be adapted and changed 

easily, allowing for different reactor geometries and dimensions that might be used in real 

machines. The shell side system also provides a basis to quickly test different ENG sample 

ring sizes around a ½” tube. The intention of the work is that following model validation / 

characterisation of the composite salt behaviour, the model can be used to optimise the design 

of a full-size reactor (e.g. in a ‘shell side’ configuration of a shell and tube reactor, the tube 

0 0R T R


eq

ΔH ΔS
ln(p )=-
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diameter and pitch). A ‘unit-cell’ reactor can quickly be manufactured for a confirmatory LTJ 

test, testing the model predictions. 

 

Results and Discussion 

To summarise the tests, firstly an LTJ test is a quick method to identify isothermal reaction 

onset, understand dynamic behaviour and to calculate equilibrium lines. Secondly, an ITC 

test allows an accurate prediction of the heat of reaction to be made. Finally, the semi-

empirical MATLAB® model outputs can be matched to recorded pressure and temperature 

measurements from LTJ tests, allowing the tested salts to be characterised and subsequently 

the composite salts simulated for different geometries (shell or tube side) with applications in 

thermal transforming and heat pumping.  

Large Temperature Jump Experiments 

An example of a barium chloride composite salt test (in tube side) is shown in Figure 4. 

Referring to Figure 4, unique characteristics such as the superheat region during the 

desorption reaction (peak prior to the isothermal region) and the hysteresis between the 

adsorption and desorption reactions (with different isothermal reaction temperatures at the 

same pressure), are clearly visible from the LTJ results. These characteristics are not 

exhibited when running the same samples through the ITC testing method, or with 

Rubotherm magnetic suspension balance measurements. The results illustrate the additional 

detail gained in understanding the dynamic performance of the candidate salts when tested in 

this manner.   

 

 

Figure 4. Barium chloride LTJ cycle with a desorption followed by an adsorption reaction. Reactor centre and reactor wall 

temperatures are measured from the left-hand y axis and the pressure from the right-hand y axis. 

Equilibrium ‘points’ are measured during the isothermal phase change regions in the LTJ 

data, with ‘points’ recorded at different tested pressures. The points are plotted on a ln(p) vs. 

-1/T graph and form the working equilibrium lines for the onset of each reaction. These 

working equilibrium lines were found for all tested salts and an example of the equilibrium 

lines for manganese chloride are shown in Figure 6 (grey is adsorption and yellow is 

desorption).  
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However, during analysis of some salts and also visible in Figure 6, hysteresis is present 

between the adsorption and desorption reaction, often with deviations in the heat of reaction 

(slope) between the two lines. To address these issues an ITC test is conducted.  

Isosteric Temperature Change Experiments 

The ITC test, is a different application of the LTJ rig. The premise of the test is that if the 

expansion vessels are disconnected and the system volume is small, the proceeding reaction 

causes a large pressure rise. Under these conditions it is possible to slowly track the 

equilibrium line up and then down without significant desorption or adsorption. In effect, the 

slower the heating and the less the gas void volume, the less hysteresis is seen, with the 

ultimate conclusion that to leave the system to reach equilibrium at a number of points (at 

infinite time) a single line would be followed in both directions. The ITC method collects 

tens of thousands of data points and the adsorption and desorption lines are very nearly 

parallel, which allows a single value for the enthalpy to be calculated based on the 

Clausius-Clapeyron function.  

 

Figure 5 shows an example of an ITC output for a manganese chloride composite sample 

over a series of heating and cooling cycles, showing a large pressure rise and clear 

repeatability during the test. Figure 6 shows the data from Figure 5 plotted on a ln(p) vs. -1/T 

graph (orange for adsorption and blue for desorption) and although hysteresis is still present, 

the adsorption and desorption lines are parallel with a single value for the heat of reaction, 

calculated from an average of both line gradients.  

 
Figure 5. ITC data output for manganese chloride. The solid line shows the composite sample cycling temperature (left hand 

y axis) and the dashed line the pressure change (right hand y axis). 
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Figure 6. ln(p) versus -1/T plot of ITC data from Figure 5 with the LTJ result lines, showing the difference in equilibrium 

data obtained from the LTJ and ITC testing methods.  

MATLAB
®
 Model Outputs 

An example of the MATLAB
® 

model output is shown in Figure 7 for a BaCl2 sample at 8 bar 

during a desorption reaction. By matching the modelling constants (thermal conductivity of 

ENG, wall heat transfer coefficient, active fraction and the two reaction rate constants A and 

n) and using the experimentally obtained equilibrium data (from a combination of LTJ and 

ITC testing), the reaction onset, isothermal phase change temperature and reaction duration 

can be predicted. The simulated model output is matched to the experimental data and the 

model is validated by running both adsorption and desorption reactions across the tested 

experimental pressure range, ensuring a suitable match [reference pending].  

 

The resulting matched simulation data can then be used to predict performance for different 

reaction driving temperatures and for different reactor geometries, as well as predict the 

power outputs from the reaction, see Discussion.  
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Figure 7. Example of the model output for a BaCl2 (8/0 reaction) sample at 8 bar during a desorption reaction, comparing 

the simulated (sim) with the experimental (expt) data for a tube side reactor configuration.  

Discussion 

Of the five modelling constants, identifying the heat transfer coefficient or ‘gap’, between the 

composite salt and the stainless-steel tube (for the tube side reactor, the contact is to the 

internal surface of a ½” tube and for the shell side reactor, the contact is the external surface 

of a ½” tube) is crucial to matching the temperature rise seen in the experimental data. The 

importance of the ‘gap’ is highlighted when the physical significance is considered, as a ‘gap’ 

represents a thermal resistance between a heat transfer surface and the sample, reducing the 

efficacy of the ‘unit-cell’ reactor to heat and cool the samples quickly during test — the 

larger the gap, the greater the resistance and the poorer the heat transfer into and out of the 

sample. Given the reactions are heat transfer limited (shown by the linear pressure rise during 

testing) ensuring good heat transfer across the tube-to-sample interface is critical to 

performance.  

 

Experimental tests conducted in both the tube and shell side configurations, highlighted the 

model effectiveness as shown by Hinmers et al. [reference pending]. An example of the shell 

side model output is shown in Figure 8 (a), with good matching of the temperature and 

pressure profiles, and Figure 8 (b) shows the specific mean power output during the reaction. 

Detailed shell side information and results can be found in [reference pending].  
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(a)  (b) 

Figure 8. (a) Temperature and pressure plots for a manganese chloride shell side test and (b) the specific mean power 

output during the reaction.  

With the model providing good estimation of results, the model has been developed to be 

able to simulate different diameters of composite samples, in shell or tube side configuration. 

By comparing the mean power per volume, an optimised reactor design can be produced. 

This is derived by optimising for the highest peak Specific Mean Power (SMPW) in W/m
3 

or 

kW/litre. An effective resorption system target is to provide 1 kW per litre, which is the aim 

when investigating different reactor geometries.  

 

Figure 8 (a) shows experimental data and model outputs for a manganese chloride shell side 

sample at 7 bar. Figure 8 (b) shows the SMPW calculated from the experimental data. The 

results are lower than the target SMPW and highlights two main challenges. First, in 

Figure 8 (a), although the oil temperature is provided at a temperature 10 °C above the 

equilibrium (akin to a designed driving temperature for a transformer), the wall temperature 

is held down by the phase change in the salt, suggesting the heat transfer from the fluid to the 

wall is limiting. Second is the value for the peak SMPW, Figure 8 (b) which is below 

0.4 MW/m
3
 (0.4 kW/l). When the model is used to simulate a temperature jump, a higher 

SMPW is predicted with a reduced ‘gap’ size, i.e. a better heat transfer between material and 

the wall. To realise a proof-of-concept machine, the peak SMPW value will be improved by 

increasing the heat transfer from the fluid to the wall, reducing the ‘gap’ between the 

composite salt and tube, and optimising the outer radii and/or inner pipe size.  

 

Future work will focus on improving the heat transfer by fitting the composite samples tighter 

to the tube to improve the heat transfer and using high pressure water (rather than silicone oil) 

as the heat transfer fluid. Fluid side inserts will also be used to increase the heat transfer 

coefficient from fluid to tube, by increasing turbulence. Initial results are promising for the 

development of a bench-scale test rig and steps are already being taken to improve the heat 

transfer by improved material cutting as described in the material preparation section. 

Methods to fit shell side rings with a smaller inner diameter are also being trialled. Small 

reductions in the metal-ENG gap will have a large effect in improving the heat transfer, and 

therefore producing a 2kW scale resorption system with a SMPW of 1kW/l should be 

achievable.  
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Conclusions  

Salt testing and analysis has been successful and a MATLAB
®
 model has been developed 

which predicts the performance of the adsorbent material (salt impregnated in ENG). The 

model has been extended to simulate different geometries, changing parameters to find an 

optimal design. Preliminary results from experimental test show the specific mean power per 

cubic metre is lower than the simulated target value of 1 kW/l, but issues with heat transfer 

have been identified and work is ongoing to increase heat transfer between the composite salt 

and tube, as well as tube and heat transfer fluid. A test system will soon be produced showing 

the efficacy of the composite and resorption systems for integrated heating networks. 
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Abstract 

The combination of heat and mass transfer (HMT) phenomena and sorption equilibria are 

governing the adsorption dynamics. Their thorough understanding is crucial for the 

improvement of power density on appliance level. HMT phenomena are often difficult to 

distinguish, especially regarding the dependency on loading and temperature, i.e. the 

thermodynamic state of the adsorbent. In this contribution a frequency response (FR) analysis 

extended by manometrical equilibrium measurements is presented as a novel method for 

measuring both, adsorption equilibrium and HMT, in a single measurement for the example 

of an aluminium fumarate coating with water as refrigerant. This includes the direct 

measurement of the adsorption equilibrium derivatives for adsorption enthalpy evaluation. 

The thermal conductivity of the samples was identified as about 0.07 W/(m K), and the LDF 

time constant between 0.1 and 3 s
–1

 at 40 °C with a U-shaped loading dependency and an 

Arrhenius-type temperature dependency. The heat transfer coefficient   for the contact 

between coating and support was identified to        W/(m
2
K). The method is validated 

by comparing a measured large temperature jump experiment to the results from a non-linear 

simulation informed solely by these parameters obtained from the new FR-based method. 

Keywords: adsorption dynamics; heat and mass transfer; frequency response analysis; 

adsorption equilibrium, adsorption enthalpy; aluminium fumarate; metal organic framework 

Introduction 

The increase of volume specific cooling power – thus reduction of specific costs – while 

keeping a reasonably high COP is one of the major development challenges for adsorption 

chillers [1]. Further performance increase can be reached through model based design and 

optimization which is more cost-effective than empiric trial-and-error prototyping of 

adsorption heat exchangers (Ad-HX) [2]. However, model based design requires detailed 

knowledge of a) relevant physical heat and mass mechanisms and the corresponding transfer 

coefficients, b) the adsorption equilibria, c) the adsorption enthalpy and d) the specific heat 

capacities, allowing for models with explicit dependency on design parameters like heat 

exchanger geometry, layer thicknesses and particle sizes. In this work we propose a 

comprehensive approach to gain most of this data from small representative Ad-HX cut-outs 

based on the FR analysis [3, 4]. 

As example material we use aluminium fumarate, a metal–organic framework (MOF) that 

exhibits adsorption equilibrium properties fitting well to low-driving-temperature 

applications [5] like data centre cooling driven by heat yielded from water cooled CPUs [6]. 

Discussion and Results 

Sample plates (5x5 cm²) were coated (Act = 18.9 cm²) with different thicknesses (140, 240, 

610 µm) and placed on a temperature-controlled plate in a variable-volume vacuum chamber. 
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The integrated measurement procedure consists of absolute adsorption equilibrium 

measurements by manometric uptake measurements, differential adsorption equilibrium 

measurements by small step-wise volume and temperature variations around an equilibrium 

point, and thermal frequency response measurements at the same equilibrium point through 

sinusoidal volume variations while measuring pressure and surface-temperature responses. 

The measured FR, i.e. amplitude and phase shift at different variation, could be well 

reproduced with a Laplace-transformed model with 1-D-discretised heat transfer and 

LDF-simplified micro level mass transfer. This allowed to identify the loading and 

temperature dependent transport parameters (Figure 1). Macropore mass transfer and thermal 

contact resistance to the support showed to be irrelevant for the overall dynamics. Adsorption 

equilibrium and enthalpy results were published recently [4], detailed FR results will be 

available in due course [3]. 

 
Figure 1: Estimated thermal conductivity   and micro-level LDF-coefficient      over     , the loading with 

respect to the dry coating mass for different coating thicknesses. Lines are only meant as guides to the eye. 

Conclusions  

The extended FRA was developed as a new method for the evaluation of heat and mass 

transfer parameters in an unprecedented resolution of the temperature and loading 

dependency. As the underlying models explicitly include geometrical parameters, the results 

may be directly used for design and optimisation of Ad-HX for adsorption heat pumps and 

chillers. 
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Abstract 

Recent achievements in design, process and operation control of water-lithium bromide 
absorption chillers have opened the operation field in terms of allowed temperature range of 
external circuits, especially for the heat sink (cooling water circuit). This broad operating 
conditions are process challenging, but can lead to a significant increase in energy efficiency, 
improving thermal and electric energy expenses. One main challenge is the duty of the solution 
pump. Hydraulic net curve of solution cycle is not any more as constant as it has been before. 
Pressure head may vary by a factor of three or even four. Consequently, by using state of the 
art constant speed pumps, the solution volume and mass flow varies according to the actual 
operation condition, such as temperatures, loads, etc. Mass/ volume flowrates of the solution, 
may violate process restrictions, but even if not, thermally reasonable values will only be 
matched coincidentally.  
Improvements may be achieved by diverging the state-of-the-art constant speed pump by one 
to control solution flowrate. Investigations in a solution flow control by means of solution heat 
exchanger effectiveness 𝜖𝜖𝑆𝑆𝑆𝑆𝑆𝑆 is proposed in this paper. Based on three to four temperature 
probes to analyse 𝜖𝜖𝑆𝑆𝑆𝑆𝑆𝑆 in real time is very cost effective and easy to adapt. In a first lab test 
phase a reasonable 𝜖𝜖𝑆𝑆𝑆𝑆𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠  is identified and differences to state of the art fixed solution pumps 
are analysed. Thermal efficiency (COP) of the absorption chiller increments in a range of 15%. 
Electricity savings in the same range as COP improvements are predictable, and observed 
within a field test cooling system, including reject heat device, pumps, and further heat pump 
related peripherals. Thermal efficiency improvements of the chiller as much as electrical 
energy savings on system level overcome the expectations. Particular challenges near to 
borderline operation conditions can be solved by dynamic adaptions of minimum and 
maximum control limits of the pump speed.  
Keywords: sorption, cooling, heating, efficiency, solution heat exchanger, COP, strategy 
 Nomenclature      
A heat exchange surface m2  �̇�𝑉 volume flow rate m h-3 
ACU Absorption cooling unit   W Heat capacity flow rate kW K-1  
AHU Absorption heating unit      
C control signal/speed of pump %  Sub- and superscripts  
COP coefficient of performance   0 rated value  
cp specific heat capacity kJ kg-1 K-1  A Absorber  
L electrical power kW  C Condenser  
𝜖𝜖 heat exchanger effectiveness   D Desorber  
�̇�𝑚 Massflow kg/s  E Evaporator  
p Pressure mbar  Cl cooler  
�̇�𝑄 heat flow rate kW  h, c hot, cold  
SFC solution flow control   i, o inlet, outlet  
SHX solution heat exchanger   set set value  
t temperature °C  th thermal  
U overall heat transfer coefficient kW m-2 K-1  x placeholder for component  
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Introduction and Motivation 
Latest developments in absorption chiller technology allow reject heat operation temperatures 
above 40°C or even 45°C in operation. As consequence this facilitate operation with dry reject 
heat devices instead of wet cooling towers [1], avoiding water consumption and legionella 
problems. In addition, using dry reject heat devices offers a significant potential of energy 
savings of the heat sink in part load operation [2, 3]. Meanwhile, reject heat temperatures of 
45°C or even up to 60°C is increasing interest of usage as heat pump [4]. Requested heat sink 
temperature and volume flow needs to be controlled dynamically during operation to achieve 
energy savings, which can be realized by using enhanced control systems [5, 6].  

State of the art absorption chillers using lithium bromide as solvent do need at least one pump 
to overcome pressure difference  �∆𝑝𝑝𝐷𝐷𝐷𝐷 = 𝑝𝑝𝐶𝐶 − 𝑝𝑝𝐸𝐸� and physical height between absorber (A) 
and desorber (D) to circulate solution flow as shown in figure 1. Transport of strong solution 
from desorber to absorber may be forced by same pressure difference, supported by height 
difference if the absorption chiller/heating unit ACU/AHU is well designed. The lower vessel 
pressure 𝑝𝑝𝐸𝐸 (dominated by the evaporator) is more or less determined by external outlet 
temperature of the evaporator as much as 𝑝𝑝𝐶𝐶 is directly depending on external condenser 
temperature level. Considering exponential increase of equilibrium pressure with increase in 
temperature, the pressure difference is dominated by the latter and therefore correlating mainly 
with pressure 𝑝𝑝𝐶𝐶. Electric consumption for the pump is at least for lithium bromide ACU/AHU 
normally neglectable. For the ACU used in these investigations it is in the range of 0.2 to 0.5 
‰ of nominal cooling load capacity �̇�𝑄𝐸𝐸0, accordingly less than 1% of electricity consumption 
of an installation including brine pumps and reject heat cooler.  

While state of the art ACU are often combined with wet cooling towers, providing most of the 
time stable cooling water temperature, e.g. 29.5 °C, solution flow rate could be assumed to be 
nearly constant. Heading for more efficient cooling systems, using system strategies as 
provided in the above mentioned literature, cooling water temperature will vary in between 
operation limits of the ACU. In cooling mode Bee and Bumblebee chillers allow operation with 
cooling water inlet temperatures between 18°C and 42°C (47°C if moderate chilled water 
temperatures are present), while in heating mode temperature up to 60°C is feasible. 
Correspondingly, upper vessel pressure levels 𝑝𝑝𝐶𝐶  vary from 20 to 100 mbar in cooling mode 
ACU and from 80 to 200 mbar in heat pump mode AHU. Having a solution pump, running at 
fixed speed, the solution flow rate will change significantly in accordance with the load curve 
of the pump by correlated differences to ∆𝑝𝑝𝐷𝐷𝐷𝐷. 
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figure 1: single effect absorption process in Dühring diagram (H2O-LiBr) 

Lithium bromide solution in single stage absorption chillers exchange heat in three heat 
exchangers (see also figure 1). Main heat exchangers are the desorber (D) and the absorber (A). 
The desorber may be flooded or fall film tube bundle heat exchanger while the absorber is 
mostly designed as fall film tube bundle. Normally solution flow rate is determined by the 
ACU/AHU capacity and tube bundles are constructed to ensure a good wetting with thin films 
to ensure good UA values in absorber and desorber. In combination with a spraying or droplet 
system to feed solution on the surface of these heat exchangers, there may be a range of 
tolerable volume flow rate as effects of wetting and film thickness with increasing volume flow 
have opposing and therefore often a compensative effect around maximum of UA. Moreover, 
small differences in good practices volume flowrates for absorption and desorption heat 
exchangers will enlarge the range of tolerable general volume flows to gain best cooling 
performance of real existing chillers. The solution heat exchanger (SHX), shown in figure 1 as 
a grey box is introduced to reach a better thermal coefficient of performance (COP) of the 
overall process. Mostly it is a plate heat exchanger in counter flow regime, offering better UA 
values than tube bundle heat exchanger and being more compact and cheaper in production. 
The layout and dimension are determined after fixing all other heat exchangers and solution 
flow rate in nominal rating conditions. Consequently, following statements can be determined: 

I. Reasonable solution flow rate for rated operation conditions of ACU or AHU is not 
limited to one exact value but a range. 

II. Solution pumps running at fixed speed do not deliver constant volume flow if ∆𝑝𝑝𝐷𝐷𝐷𝐷 
may change and/or fluid properties, such as density, are varying. 

III. Amount of heat exchanged in SHX will be directly determined by 𝑇𝑇𝑆𝑆𝑆𝑆 , and therefore by 
temperature of high temperature heat source (𝑡𝑡2), 𝑇𝑇𝑊𝑊𝑆𝑆, and therefore by temperature of 
heat sink (𝑡𝑡1), solution flow rate and difference of solution heat flows on each side of 
the SHX. 

IV. COP of ACU/AHU is strongly dependent on efficiency 𝜖𝜖𝑆𝑆𝑆𝑆𝑆𝑆 and capacity of SHX 
�̇�𝑄𝑆𝑆𝑆𝑆𝑆𝑆. 
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As operation conditions (𝑡𝑡1 and 𝑡𝑡2 maybe even �̇�𝑉1 and �̇�𝑉2) are modulated to match operating 
demands (�̇�𝑄𝐸𝐸, 𝑡𝑡𝐸𝐸𝐸𝐸𝑠𝑠𝑠𝑠𝑠𝑠), effects of II and III (respectively IV) to COP will only result coincidentally 
to gain reasonable good cooling capacity and COP figures of the process. As a matter of truth 
effects may reinforce and lower cooling capacity and COP. A change in thermal COP will not 
only influence the amount of heat needed for a particular amount of cooling but moreover the 
amount of electricity consumption within a cooling system, especially for the reject heat device 
/ cooler. Results of a theoretical calculation are shown in figure 2. The COP for stable cooling 
load of 20kW, fixed chilled, cooling and heating temperatures was calculated to 0.64. A 
variation of ambient temperature is undertaken. Deviations for COP, between 0.57 and 0.72, 
all reasonable values found in field installations, are analysed to their influence on electricity 
demand of the cooler 𝐿𝐿𝐶𝐶𝐶𝐶. Absorption chiller and cooler data are taken from an installation with 
rated full load of 40 kW. An increase in COP by 0.08 (64-62%) saves. up to 14% of electricity 
consumption at 27°C [7]. 

 
figure 2: Effect on el. consumption of cooler by thermal COP of chiller for different ambient temperatures [6] 

Solution mass / volume flowrate, defined for rated conditions (see statement I), can and should 
be controlled in part- and overload to enable the process at its best. First constraint is, to have 
a speed-controlled solution pump installed. If so, following insight offers a solution to achieve 
proposed savings, already in the second, enhanced version. 

Condition / statement III directly influences the heat exchanger efficiency. For counter flow 
heat exchangers with constant heat capacity flows this is defined by quotient of temperature 
difference of lower heat capacity flow to the temperature difference of the inlets (maximum 
temperature difference around heat exchanger). Operated as solution heat exchanger (SHX) 
efficiency is defined by equation 1: 

ϵ𝑆𝑆𝑆𝑆𝑆𝑆 =  
𝑇𝑇𝑆𝑆𝑆𝑆 − 𝑇𝑇𝑆𝑆𝐸𝐸
𝑇𝑇𝑆𝑆𝑆𝑆 − 𝑇𝑇𝑊𝑊𝑆𝑆

 (1) 

Typical heat exchanger efficiencies for rating conditions are in the range of 80 to 95%. In a 
favourable layout / operation of process design, weak solution may be heated up to equilibrium 
temperature before entering the desorber. The strong solution may be cooled down to 
equilibrium temperature at absorber inlet, latter to avoid desorption and necessity of resorption 
within the absorber. Additional heat exchanger (absorber) surface and/or lower cooling 
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capacity will consequently be the result, as less absorber area is available to absorb steam from 
evaporator. Hence, this should be avoided. Boundary condition to calculate ϵ𝑆𝑆𝑆𝑆𝑆𝑆 (constant heat 
capacity flowrates) will be violated if two phase flow occurs. This may happen on both sides 
but is more often observed for weak solution when the temperature is increased above 
equilibrium temperature. Even if two phase flow may increase partially the U value of SHX, a 
decrease of UA is more probable as consequence of dry out of heat exchanger surface. To 
detect the general appearance, the pseudo heat exchanger effectiveness ϵ𝑆𝑆𝑆𝑆𝑆𝑆𝑝𝑝𝑠𝑠  (in addition to heat 
exchanger effectiveness) as defined in equation 2 can be determined as followed: 

ϵ𝑆𝑆𝑆𝑆𝑆𝑆
𝑝𝑝𝑠𝑠 =  

𝑇𝑇𝑊𝑊𝐸𝐸 − 𝑇𝑇𝑊𝑊𝑆𝑆

𝑇𝑇𝑆𝑆𝑆𝑆 − 𝑇𝑇𝑊𝑊𝑆𝑆
 (2). 

Both effectiveness have a strong correlation to each other. If only sensible heat exchange is 
present a correlation factor can be predicted. Accordingly, calculations do not match theory if 
at least on one side of the heat exchanger latent heat effects are present. This topic will be 
discussed later on, improving the first concept. 

Brief overview of feasible solution flow control (SFC) strategies 
As mentioned in the introduction, external temperature and/or volume flowrates specially in 
the heat sink circuit affects the pressure levels in the upper and lower chamber and 
therefor ∆𝑝𝑝𝐷𝐷𝐷𝐷, having an effect on the solution flowrate. Thus, SFC seems to be a worthfull 
approach.      
Depending on type and number of available sensors, controlling the solution flowrate (due 
controlling the solution pump speed) can regulate the process with regard to thermal efficiency 
(COP) or cooling/heating performance (�̇�𝑄𝐸𝐸 or �̇�𝑄1) by guarantying a wetting of the heat 
exchanger surfaces in a propitious range. The following process variables are possible set 
targets: 

I.  pressure difference ∆𝑝𝑝𝐷𝐷𝐷𝐷, 

II. volume or mass flowrate of the weak (�̇�𝑉𝑊𝑊  or �̇�𝑚𝑊𝑊) or strong solution (�̇�𝑉𝑆𝑆  or �̇�𝑚𝑆𝑆 ), 

III. difference of mass fraction between strong and weak solution (𝜉𝜉𝑆𝑆 − 𝜉𝜉𝑊𝑊), corresponding to 
the cooling/heating capacity (�̇�𝑄𝐸𝐸 or �̇�𝑄1), 
IV. pump head pressure or sump pressure in absorber or desorber,          

V. SHX hot side temperature difference (𝑇𝑇𝑆𝑆𝑆𝑆 − 𝑇𝑇𝑊𝑊𝐸𝐸),  

VI. SHX cold side temperature difference (𝑇𝑇𝑆𝑆𝐸𝐸 − 𝑇𝑇𝑊𝑊𝑆𝑆), 

VII. SHX efficiency ϵ𝑆𝑆𝑆𝑆𝑆𝑆  (see eq. 1) 
Each of these targets require a different measurement setup. Measuring temperatures is 
convenient regarding technical (e.g. vacuum tightness) and economic issues. Pressure sensors 
are between 20% and 100% more expensive than temperature sensors and mass or volume 
flowrate measuring devices are even 10 to 15 times more expensive.   
The control concept I can be easily implemented. The required pressures can either be directly 
measured or calculated from the measured temperatures using equilibrium data. However, 
using this methodology considers nor the cooling/heating capacity neither difference in mass 
fraction of strong and weak solution. Concepts II and III build on each other. If the volume 
flow of the weak solution �̇�𝑉𝑊𝑊  is available, this is certainly the most stable type of control, but 
it is also cost-intensive. Since the cooling capacity is usually available within DAQ and/or 
control system, it may only be necessary to make it accessible to the solution pump controller. 
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Consequently, a load-dependent variation of �̇�𝑉𝑊𝑊𝑠𝑠𝑠𝑠𝑠𝑠 can also be used to increase thermal 
efficiency by keeping solution mass flow at good levels for a high SHX effectiveness as much 
as a good wetting of de- and absorber. 
Concept IV essentially pursues the location of the solution in the solution circuit, as well as 
ensuring enough pressure in the feed line of the pump. This concept similar to concept I does 
not consider the cooling/heating capacity and the COP but ensures pump safety in the first line. 
Due to part load changes in hold up of solution in the circuit, there may only be a minimum 
level / value being used to provide against dry out of the pump. In conditions, where mass 
fraction of salt is low, as it will occur during part load operation at low temperatures on high 
temperature heat source (desorber). Solution hold up is high under these conditions and 
solution mass flow will be maximal. Consequently, 𝜖𝜖𝑆𝑆𝑆𝑆𝑆𝑆 will be at a low level, as much as UA 
values of absorber and desorber due to film thickness. Again reasonable good cooling capacity 
and/or COP will only be matched coincidentally. 
Concepts V to VII aim to regulate the solution cycle in such a way that the SHX can maintain 
an effectiveness ϵ𝑆𝑆𝑆𝑆𝑆𝑆 according to its purpose. Highly different heat capacity flows 𝑊𝑊𝑆𝑆 and 
𝑊𝑊𝑊𝑊  may be prevented. Undercooling and overheating at the desorber, but also at the absorber 
inlet can be forced and/or prevented. Using three to 4 temperature sensors is comparable cheap 
and safe in terms of maintenance and vacuum tightness.  

First results 
An energy efficient and cooling capacity enhancing control strategy for solution cycle in 
absorption process shall be cost effective, durable (corrosion, vacuum, etc.) and avoid crucial 
operation conditions due to crystallization. The best results, according to experimental studies 
of the authors, are reached by controlling the solution flow rate (SFC) �̇�𝑉𝑊𝑊 , according to concept 
VII. The target variable is the heat exchanger effectiveness 𝜖𝜖𝑆𝑆𝑆𝑆𝑆𝑆 of the solution heat exchanger 
(SHX) as published in [7]. 

The difference between a constant speed control 𝐶𝐶𝑊𝑊𝑠𝑠𝑠𝑠𝑠𝑠 (s. star marker symbol) and a constant 
weak solution volume flowrate �̇�𝑉𝑊𝑊𝑠𝑠𝑠𝑠𝑠𝑠 (s. circle marker symbols) is presented in figure 3. The 
ordinate scale relates the actual to the nominal solution flowrate �̇�𝑉𝑊𝑊 /�̇�𝑉𝑊𝑊0 . The abscissa 
corresponds in all three figures a broad field of operation shown as the absorber inlet  

 
figure 3: Operation field of a weak solution pump by different absorber inlet temperatures tAi 
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temperature between 25-45°C. Further conditions were held constant (e.g. desorber inlet 
temperature 𝑡𝑡𝐷𝐷𝑆𝑆 =90°C and the evaporator inlet temperature 𝑡𝑡𝐸𝐸𝑆𝑆= 13°C). It is shown that the 
solution flowrate decreases to approximately 50% at a temperature 𝑡𝑡𝐷𝐷𝑆𝑆 =  45 °C compared to 
measurements at 𝑡𝑡𝐷𝐷𝑆𝑆 =  25 °C if the pump speed is hold constant. The figure in the middle 
shows the result in cooling power, the ordinate shows again a relative cooling power to the 
design cooling power of a specific location (�̇�𝑄𝐸𝐸 /�̇�𝑄𝐸𝐸0). Increasing the temperature 𝑡𝑡𝐷𝐷𝑆𝑆 seem to 
have several effects i.e. in the wetting of the heat exchanger bundle, wetting thickness, 
undercooling and overheating among others. However, all effects compensate in a way that the 
cooling power seems to have a low correlation to the different solution volume flowrates �̇�𝑉𝑊𝑊 . 
For low cooling temperatures 𝑡𝑡𝐷𝐷𝑆𝑆 = 28°𝐶𝐶 it seems that the higher volume flowrate �̇�𝑉𝑊𝑊  turns in 
a  slightly higher cooling power �̇�𝑄𝐸𝐸 . A lower volume flowrate �̇�𝑉𝑊𝑊  is in turn slightly favorable 
for the efficiency of the process COP (s. Figure 3 on the right-hand side). Both a constant speed 
control and volume flowrate are operation lines for constant control modes. Other pump types 
and sizes will have different outcomes to solution flowrate as indicated by the magenta dotted 
lines on the left-hand side of figure 3. Drawback in the cooling power �̇�𝑄𝐸𝐸  or efficiency COP 
can be assumed. Thus, the importance to operate in between the constant operation modes with 
SFC is strengthen. 

As the inlet temperature of strong solution (𝑇𝑇𝑆𝑆𝑆𝑆) 𝑡𝑡𝑡𝑡  𝑡𝑡ℎ𝑒𝑒 SHX and the inlet temperature of the weak 
solution (𝑇𝑇𝑊𝑊𝑆𝑆) are mostly defined by driving heat and reject heat temperatures, strong solution 
outlet temperature (𝑇𝑇𝑆𝑆𝐸𝐸) is constrained by operation condition, mainly depending on   �̇�𝑉𝑊𝑊  and  
𝜖𝜖𝑆𝑆𝑆𝑆𝑆𝑆 (see also equation 1). Hence 𝑇𝑇𝑆𝑆𝑆𝑆 can be used to control �̇�𝑉𝑊𝑊  for reaching an 𝜖𝜖𝑆𝑆𝑆𝑆𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠 . 
Measurement with four different values of 𝜖𝜖𝑆𝑆𝑆𝑆𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠 and one at nominal flow rate are shown in figure 4. 
While results of �̇�𝑉𝑊𝑊  in a range of 50% to 150%, depending on 𝜖𝜖𝑆𝑆𝑆𝑆𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠 , cooling capacity seems 
mostly independent / uneffected. �̇�𝑉𝑊𝑊  varies by ±10%, for defined 𝜖𝜖𝑆𝑆𝑆𝑆𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠  and a variation of reject 
heat inlet temperature 𝑡𝑡𝐷𝐷𝑆𝑆. Strongly promising is the effect on thermal COP.  
Running a chiller with an active SFC not only under lab and steady state conditions (figure 4), 
but in field operation lead to significant increase in COP as shown in figure 5. An increase of 
mean COP during operation time, 0.68 without SFC to 0.75 with SFC, is achieved. 

 
figure 4: typical chiller conditions, solution flow, cooling capacity and COP 
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Figure 5: full operation day with and without SFC 

Hence savings of driving heat, rejected heat and savings of electricity, mainly due to lower 
amount of heat to be rejected, are gained. Expectations, as mentioned and calculated in the 
motivation chapter are fulfilled. 

Latest improvements 
In contrary to unambiguous measurements and deviated results shown in figure 4 and figure 5, 
figure 6 shows a campaign of lab measurement at conditions, comparable to industrial heat pump 
conditions or hot climate cooling conditions for single stage ACU. Low temperature heat source 
is operated at 𝑡𝑡𝐸𝐸𝑆𝑆  of 20°C with heat sink temperatures (𝑡𝑡𝐷𝐷𝑆𝑆) of 37°C. At 𝑡𝑡𝐷𝐷𝑆𝑆  of 44°C 𝑡𝑡𝐸𝐸𝑆𝑆 is set to be 
as high as 30°C. High temperature heat source starts at 𝑡𝑡𝐷𝐷𝑆𝑆  of 37°C with 80°C and reaches 100°C, 
corresponding to highest values of 𝑡𝑡𝐷𝐷𝑆𝑆. Both heat sources have linear slope related to increase of 
heat sink temperature. As shown in figure 6 the COP is strongly effected by set values of 𝜖𝜖𝑆𝑆𝑆𝑆𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠  at 
low temperatures of 𝑡𝑡𝐷𝐷𝑆𝑆. COP varies around middle value of 0.65 with +- 0.1, which is an increase 
by 40% between 𝜖𝜖𝑆𝑆𝑆𝑆𝑆𝑆−2% and best values. At high temperature values of heat sink, former reasonable 
 

 
figure 6:  typical heat pump conditions, solution flow, capacity and COP 
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set values of 𝜖𝜖𝑆𝑆𝑆𝑆𝑆𝑆+2% or higher suffer a significant lack of capacity in comparison to others. One may 
guess, that wetting of absorber or desorber are crucial at the low amounts of solution mass flow, 
but these have not been lower than shown in figure 4. If 𝜖𝜖𝑆𝑆𝑆𝑆𝑆𝑆 <  𝜖𝜖𝑆𝑆𝑆𝑆𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠  is calculated, 𝐶𝐶𝑃𝑃𝑊𝑊is forced 
to decrease. If calculated ϵ𝑆𝑆𝑆𝑆𝑆𝑆 is below ϵ𝑆𝑆𝑆𝑆𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠  𝐶𝐶𝑊𝑊  will be decreased to lower �̇�𝑉𝑊𝑊, accordingly 
ϵ𝑆𝑆𝑆𝑆𝑆𝑆 should increase to match ϵ𝑆𝑆𝑆𝑆𝑆𝑆𝑠𝑠𝑠𝑠𝑠𝑠 . If boiling occurs reduction of 𝐶𝐶𝑊𝑊  will have the contrary 
effect on ϵ𝑆𝑆𝑆𝑆𝑆𝑆  and boiling will even occure earlier, limiting effective SHX surface and decrease 
therefore ϵ𝑆𝑆𝑆𝑆𝑆𝑆 furthermore. SFC strategy in its simple, first algorithm will decrease solution mass 
flow, limited by the inherent minimal flowrate, ensuring reasonable overall heat transfer ratio and 
wetting area of desorber and absorber, but provoking and reinforcing upper mentioned 
superheating within the SHX. Hence, superheating needs to be detected. Various possibilities are 
available to determine superheating if solution mass fraction and or solution volume flowrate 
would be available, but are mostly not. Another option is provided by analysing  

a) deviation of ϵ𝑆𝑆𝑆𝑆𝑆𝑆 to ϵ𝑆𝑆𝑆𝑆𝑆𝑆 
𝑠𝑠𝑠𝑠𝑠𝑠 (figure 7, left side),  

b) comparison of ϵ𝑆𝑆𝑆𝑆𝑆𝑆 to ϵ𝑆𝑆𝑆𝑆𝑆𝑆 
𝑝𝑝𝑠𝑠 , 

c) or  deviation of ϵ𝑆𝑆𝑆𝑆𝑆𝑆 
𝑠𝑠𝑒𝑒𝑝𝑝 to ϵ𝑆𝑆𝑆𝑆𝑆𝑆

𝑝𝑝𝑠𝑠 . (figure 7, right side and figure 8). 

Data, already presented in figure 6 are used to plot figure 7. Once, when boiling in SHX occurs, 
ϵ𝑆𝑆𝑆𝑆𝑆𝑆 and ϵ𝑆𝑆𝑆𝑆𝑆𝑆 

𝑠𝑠𝑠𝑠𝑠𝑠  are diverging significantly, see left side of figure 7, where ϵ𝑆𝑆𝑆𝑆𝑆𝑆  is plotted 
(normalized by ϵ𝑆𝑆𝑆𝑆𝑆𝑆 

0 ). Same effect can be detected by calculation ϵ𝑆𝑆𝑆𝑆𝑆𝑆 
𝑝𝑝𝑠𝑠 as shown in figure 7, 

right side. Effectiveness ϵ𝑆𝑆𝑆𝑆𝑆𝑆  and ϵ𝑆𝑆𝑆𝑆𝑆𝑆 
𝑠𝑠𝑠𝑠𝑠𝑠  are already used to control speed of solution pump (𝐶𝐶𝑊𝑊 ). 

Hence, not to use one and the same figure to control and at the same time limit speed of solution 
pump ϵ𝑆𝑆𝑆𝑆𝑆𝑆

𝑝𝑝𝑠𝑠  maybe the better option.  

figure 7: evaluation on effectiveness of SHX to control limits of 𝐶𝐶𝑃𝑃𝑊𝑊 
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figure 8: introducing minimum allowed𝜖𝜖𝑆𝑆𝑆𝑆𝑆𝑆
𝑝𝑝𝑠𝑠  to set 𝐶𝐶𝑃𝑃𝑊𝑊𝑚𝑚𝑆𝑆𝑚𝑚 

Post processing of upper measurement runs, adapting limitations to pump speed by minimum set 
values for  ϵ𝑆𝑆𝑆𝑆𝑆𝑆

𝑝𝑝𝑠𝑠 , is presented in figure 8. Correspondingly, ϵ𝑆𝑆𝑆𝑆𝑆𝑆
𝑝𝑝𝑠𝑠  increase from blue to red (scatter 

colour). Maintaining a set value of ϵ𝑆𝑆𝑆𝑆𝑆𝑆 
+4%in combination with 𝐶𝐶𝑃𝑃𝑊𝑊𝑚𝑚𝑆𝑆𝑚𝑚 to match at least yellow 

coloured ϵ𝑆𝑆𝑆𝑆𝑆𝑆
𝑝𝑝𝑠𝑠 will ensure high COP (see also figure 4, right) and reasonable cooling capacity 

values at moderate 𝑡𝑡𝐷𝐷𝑆𝑆and high capacity without lack in COP at high values of 𝑡𝑡𝐷𝐷𝑆𝑆  (compare also 
figure 6). 

Summary/Conclusions 
Driving heat and electricity savings were achieved by activating solution flow control (SFC) in 
operation of single stage absorption chillers. The strategy is applicable to new chillers but can also 
be retrofitted in most of know absorption chillers in a cost-effective way. Savings on electricity 
consumption of reject heat device can easily overcome 10% or more of yearly consumption only 
by SFC, which has been proven in a first field test. The results have been valid for a certain level 
of low heat sink temperature and corresponding concentrations. SFC is based on real time 
evaluation of solution heat exchanger (SHX) effectiveness.  
Other than the given values of operation conditions may have destabilized the pump control due 
to boiling in SHX. Operating same chillers in totally different operating conditions, compared to 
first lab and prototype installation runs, showed up some negative side effects with inherent 
reinforcement. Measured values of solution heat exchanger effectivness where irritated by 
superheating in SHX and a violation of constraints of rules to calculate efficiency. In contrary to 
its aim, solution flow strategy was reacting contrary to its best. To overcome reinforcement two 
methodologies are introduced, using either deviation of measured to expected effectiveness or a 
minimum value of allowed pseudo effectiveness of solution heat exchanger to limit minimum of 
solution pump speed. Increasing latter one in occurrence of superheating, which is detected by 
mentioned methodologies secure from reinforcement and moreover allow to maintain solution 
volume flowrate to maximize capacity as well as thermal efficiency of the chiller. 
It is foreseen to implement the enhanced strategy to field installation and different chillers within 
upcoming projects. 
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Abstract 

The specific power of an Adsorption Thermal Battery (ATB) is often limited by slow 
adsorption. This paper aims to develop a new method for accelerating sorption dynamics and 
to study a modified composite sorbent LiCl/Vermiculite, specialized for ATB. The new 
sorbent is characterized by outstanding methanol uptake, heat storage capacity and advanced 
specific power.  
Keywords: Adsorption thermal battery, Adsorption dynamics, Methanol, LiCl/vermiculite, 
Promoting additive, Aluminium oxide. 
Introduction 
Adsorption thermal batteries (ATB) driven by low-temperature waste and solar heat present 
energy and environment-saving alternative to conventional compression and absorption 
chillers and heat pumps and provide cooling, heating, and heat storage [1]. The performance 
of ATB strongly depends on the properties of the adsorbent. Nowadays, a large number of 
various porous materials have been proposed as water and methanol sorbents for ATB [2], 
among which there is a family of Composites "Salt confined inside Porous Matrixes" 
(CSPMs), demonstrating a large sorption capacity and steep sorption isotherms. Sorption of 
water and alcohols vapor on CSPMs involves several mechanisms: (i) adsorption on the 
surface of the matrix at low relative humidity (the impact of this mechanism is minor and 
usually does not exceed 0.03-0.05 g/g); (ii) gas-solid reaction of salt S with vapor V leading 
to the formation of the solid complex according to equation S + nV = S·nV; (iii) 
deliquescence of the complex S·nV and absorption of the vapor by formed solution [3]. The 
confined salt is the major sorbing component, whereas the matrix serves as a media for 
dispersing the salt and providing efficient heat and mass transfer [4]. Composites based on 
macroporous matrixes with a high porosity may contain a large salt amount and, hence, 
exhibit high capacities of water and methanol sorption [5].  
Recently, a LiCl/Vermiculite (LiCl/V) composite has been proposed as a methanol sorbent 
for ATB. It ensures the outstanding methanol uptake (up to 2 g/g) and heat storage capacity 
(1.0-1.5 kJ/g) under conditions of typical ATB cycles [6]. However, the practical use of this 
composite is hindered by poor adsorption and, particularly, desorption dynamics, which 
strongly reduce the ATB specific power. This could be caused by the following reasons:  
• slow chemical reaction between the salt and vapor [7], which is especially typical for 

large crystals of the salt, stabilized in matrix's macropores [5];  
• hindered crystallization of the salt/solvate solid phases from solution, which requires a 

strong solution supersaturation [8];  
• low thermal conductivity of vermiculite due to its extra-high porosity [9].  

This work focuses on the desorption acceleration by means of modifying the vermiculite 
surface with aluminium oxide as a promoting additive. For this purpose, we, first, studied the 
methanol sorption/desorption dynamics on the neat LiCl/V to elucidate factors limiting the 
sorption rate. Then, modified composites LiCl/Al2O3/Vermiculite were synthesized and 
comprehensively characterized by a set of complementary physical-chemical methods (SEM, 
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XRD, BET, DSC). The effect of aluminium content on methanol sorption dynamics was also 
investigated. 
Experimental  
Synthesis of the composites 

The expanded vermiculite (Ssp= 5.9 m2/g, Vp = 2.7 cm3/g, dav= 6.5 μm) was used as a host 
matrix for the composite synthesis. LiCl (Aldrich, 99 %) and Al(NO3)3·9H2O (ACROS 
ORGANICS, 99%) were used as delivered. The composites were prepared by a dry 
impregnation method [6]. For the preparation of the modified composites (Fig. 1), the dried 
vermiculite was impregnated with an aqueous Al(NO3)3 solution, held in ammonia vapor 
above an aqueous ammonia solution for 24 h, dried at 160 °C for 2 h, and calcinated at 
575 °C for 48 h to form aluminum oxide. Then the composite LiCl/Al2O3/vermiculite was 
prepared by the dry impregnation of the Al2O3/vermiculite matrix. The LiCl and Al2O3 

contents of the composites are presented in Table 1.  

 
Fig. 1. Scheme of the LiCl/Al2O3/vermiculite composite synthesis. 

Table 1. Composition and textural characteristics of the prepared composites. 

Sorbent Name 
LiCl 

content, 
wt.% 

Al2O3 

content, 
wt.% 

Ssp, 
m2/g 

Vp, 
cm3/g 

LiCl/vermiculite LiCl/V 38.0 0 1.9 1.4 

LiCl/Al2O3(2.5%)/vermiculite LiCl/2.5Al2O3/V 39.4 2.5 4.9 1.15 

LiCl/Al2O3(5.8%)/vermiculite LiCl/5.8Al2O3/V 38.4 5.8 5.0 1.3 

LiCl/Al2O3(8.9%)/vermiculite LiCl/8.9Al2O3/V 37.9 8.9 7.5 1.2 

 
Characterization 

The texture characteristics (specific surface area) of the composites were determined by low-
temperature nitrogen adsorption using a Quantachrome© Nova 1200e analyzer. The specific 
pore volume Vp was evaluated as moisture capacity upon immersion in water. The 
characteristics of the porous structure of the prepared composites are presented in Table 1. 
The morphology of the prepared composites was characterized by the SEM technique using a 
scanning electron microscope Jeol JSM-6460 LV.  
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The phase composition of the composites and its transformation during methanol adsorption 
were characterized in situ by XRD analysis by a Siemens D-500 diffractometer with Cu Kα 
radiation. The high temperature in situ experiments were conducted using an X-ray reactor 
chamber installed at the diffractometer. The sample was placed in a camera-reactor of the 
diffractometer, heated up to T = 160 °C in a helium flow, and a diffraction pattern of the dry 
sample was recorded. Then camera-reactor with the sample was cooled to T = 18 °C in a 
helium flux. After cooling, helium saturated with methanol vapor in a temperature-controlled 
saturator was introduced in the chamber. The methanol pressure was adjusted by change of 
the saturator temperature from -13.6 to +15 °С with a step of 3-5 °С. The sample was kept at 
constant pressure for 1–2 h, and the diffraction pattern was recorded. 
The phase transformations of LiCl/V saturated with methanol upon heating were studied by 
DSC analysis using a differential scanning calorimeter NETZSCH DSC 204 F1 Phoenix. A 
sample was placed in a crucible, saturated with methanol by adding the fixed methanol 
amount to the sample, and tightly closed with a lid. The methanol content of the prepared 
samples was expressed as the number of n moles of methanol to one salt mole. Two samples 
saturated with methanol up to n = 0.9 and 2.8 mole/mole were prepared. The samples were 
held for 16 h to distribute methanol in the sample evenly. The samples were studied at a 
temperature from -33 to 57 °C, with preliminary isothermal exposure for 10 min at -33°C. 
Sorption dynamics measurements 

The dynamics of methanol sorption was studied with a volumetric set-up, consisting of three 
main parts: a measuring cell with the studied adsorbent, a buffering vessel and a 
condenser/evaporator with liquid methanol [10]. An adsorbent bed was composed of loose 
grains of 0.4-0.5 mm size placed on the metal support surface in the measuring cell. A thin 
plastic ring was used to fix constant the contact surface area S = 2.27 cm2 between the 
adsorbent and the support. The mass of sorbent equaled 40 mg. 
Dynamics of methanol sorption on the composites was studied by a Large Pressure Jump 
(LPJ) method [11]. The sorption/desorption processes were initiated by a jump/drop of the 
methanol pressure. At the same time, temperature T of the metal support was maintained 
constant with an accuracy of ±0.1 °С by a thermal bath. An absolute pressure transducer 
MKS Barotron PR4300 recorded the pressure evolution P(t) each 0.25-60 s with an accuracy 
of ±0.15%. The measuring cell and buffering vessel were filled with methanol vapor from the 
evaporator to reach the initial adsorption pressure Pin, and then the evaporator was 
disengaged. After setting the adsorption equilibrium, the measuring cell was disconnected 
from the buffering vessel. For adsorption runs, the buffering vessel was filled with methanol 
vapor from the evaporator to reach the methanol pressure P= Pfin + ΔP. For desorption, 
methanol vapor was drawn off the buffering vessel to the pressure of P = Pfin - ΔP mbar. For 
starting the adsorption/desorption, the measuring cell was connected to the buffering vessel, 
which led to the methanol pressure jump/drop. The methanol adsorption/desorption on/from 
the sample resulting in the gradual change of the methanol pressure P(t) to the final 
(equilibrium) pressure Pfin.  
The pressure change ΔP(t) was used to calculate the methanol uptake/release Δw(t) and the 
dimensionless conversion q(t) as:  

RTm
VMPtPtw ))(()( 0−

=∆      (1) 
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Δ

)(Δ
=)(       (2) 

337



where P(t) and P0– current and initial pressure, respectively, V – the rig volume, M – the 
molar mass of methanol, T – temperature, R – the universal gas constant, m –the adsorbent 
mass, Δwfin – the final uptake change. The accumulated error in the absolute methanol 
loading was ±10-3 g/g that led to the accuracy of the differential methanol loading equaled to 
±3%. 
The boundary conditions during sorption runs were selected based on the isosteric chart of 
methanol sorption on the LiCl/V [6]. For studying the effect of the temperature/pressure on 
the sorption dynamics, the ad/desorption runs were carried out between two isosteres with the 
maximum uptake n1 = 4.2±0.2 (mole CH3OH)/(mole LiCl) and the minimum uptake n2 = 
0.10 ± 0.05 (mole CH3OH)/(mole LiCl) for all runs (Fig. 2, Table 2). 

 
Fig. 2. Isosteres n1 and n2 of methanol sorption and studied adsorption and desorption runs on 

P-T diagram. 
Table 2. Boundary conditions of the kinetic tests. 

 

 Adsorption  Desorption 
T, oC Run Pin, mbar Pfin, mbar Run Pin, mbar Pfin, mbar 

10.0 1→2 6.7 17.2 2→1 17.2 6.7 
35.0 3→4 30.8 72.8 4→3 72.8 30.8 
57.2 5→6 96.6 214.6 6→5 214.6 96.6 

 
Sorption equilibrium measurements 

The methanol sorption isotherms were measured by the volumetric method with the same 
experimental rig at temperatures 10 and 35°C and pressures of 0.1 to 70.0 mbar. Methanol 
adsorption was initiated by consecutive small jumps in the methanol vapor pressure above the 
sample. The uptake was calculated according to equation (1). 
Discussion and Results 
LiCl/vermiculite  
Methanol sorption dynamics 
An initial part of kinetic curves of methanol sorption (Fig. 1a) and desorption (Fig. 1b) for 
LiCl/V composite obey the exponential equation: 

q = 1 - exp(-t/τ),     (3) 
where τ is the characteristic time (Table 3). At larger conversion q > 0.6 and 0.3 for sorption 
and desorption runs, respectively, deceleration for sorption and strong rate reduction for 
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desorption are observed. For the sorption runs, curves measured at different temperatures and 
pressures (runs 1-2, 3-4, and 5-6 in Fig. 2) are very close to each other (Fig. 3a): the 
characteristic times τad and τad0.8 corresponding to the conversion q = 0.8 vary in the range 
4.0-5.1 and 14-20 min, respectively (Table 3). Thus, the sorption kinetics weakly depends on 
the temperature in the range 10.0-57.2 °C and the pressure in the range 17.2-214.6 mbar. 
Similar behavior is observed for the initial part of the desorption runs (τdes = 6.5-13.2 min). 
On the contrary, at q > 0.5, the desorption dramatically decelerates, especially at lower 
temperature and pressure (Fig. 3b) so that the characteristic time τdes0.8 varies from 137 to 550 
min. The sorption always occurs much faster than desorption; e.g., at T = 57.2oC, the time τ0.8 

equals 14 and 137 min for sorption and desorption, respectively (Table 3). This can be 
attributed, at least partially, to higher methanol pressure Pfin during sorption runs. 
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Fig. 3. Kinetic curves of the methanol sorption on (a) and desorption from (b) the LiCl/V at 
T = 10 °C (), 35 °C (), and 57 °C ( ). Line – exponential approximation at T = 35 °C. 

Table 3. Characteristic times τ and τ0.8 of the adsorption and desorption runs (the error equals 
±10% for all runs) for LiCl/V. 

T, °C 
Adsorption Desorption 

Run τad, min τad0.8, min Run τdes, min τdes0.8,min 

10.0 1→2 4.0±0.3 20±2 2→1 13.2±1.3 550±425 
35.0 3→4 4.0±0.2 15±1.5 4→3 8.5±0.5 312±12 
57.2 5→6 5.1±0.2 14±1 6→5 6.5±0.6 137±20 

 

 
Fig. 4. Reproducibility of kinetic curves of the methanol sorption on (a) and desorption from 

(b) the LiCl/V at T = 10 °C. Different runs are indicated with various colours. 
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It is important to note that, at q > 0.5, the desorption kinetic curves are poorly reproducible 
while the adsorption curves are perfectly reproducible in the whole conversions range (Fig. 
4), although the error in measuring both curves is the same (Table 3). Yet, the characteristic 
desorption time τdes0.8 for curves measured with the same batch under the same conditions 
varies from 124 to 975 min. Such data scatter is typical for dehydration kinetics of crystalline 
hydrates in bulk [12]. It is caused by a random nucleation nature of the salt and its hydrates. 
It was shown in [13] that for dehydration of NiSO4∙7H2O, the time of first nucleus 
appearance varies from 495 to 1920 min under the same conditions. The nucleation stage is 
commonly very slow, resulting in a long induction period always observed in dehydration 
reactions [14]. It is not surprising that similar effects were observed during the formation of 
salt (hydrates) in the macropores of vermiculite, in which the salt solution/hydrates behave 
similarly to those in bulk.  
Thus, the desorption curves have a fast part at q < 0.5 and a slow part at larger conversion. 
The latter part is temperature and pressure-dependent and becomes much slower at lower 
temperature and pressure (Fig. 3b). The methanol desorption from these composites might 
involve the following processes:  
1. Release of methanol vapor from the LiCl-methanol solution inside the pores at n > 3 mol 
CH3OH/ mol LiCl.  
2. Crystallization of solid complexes LiCl∙nCH3OH (n = 1 and 3), known for the bulk system 
LiCl - methanol [15].   
3. Their decomposition toward a neat LiCl.  
The initial "fast" part of the experimental kinetic curves can be assigned to the methanol 
desorption from the solution. Further desorption involves crystallization of the complexes 
LiCl∙nCH3OH and LiCl. This process is complex and includes nucleation and crystal growth 
stages. Thus, at q > 0.5, the methanol desorption in the LiCl/V macropores can be hindered 
by the mentioned processes. For revealing the rate-control process, the change in phase 
composition of the "LiCl – methanol" system during the desorption, was studied by XRD in 
situ and DSC techniques.  
The XRD patterns measured in situ during methanol sorption on the composite LiCl/V at T = 
160 °C exhibit symmetrical peaks (Fig. 5) that can be assigned as (111), (200), (220), (311), 
(222) reflexes of a cubic lattice (space group Fm-3m) of LiCl (JCPDS No. 74-1972). Cooling 
the composite down to T = 18oC at helium flow results in appearance of additional reflexes at 
2θ = 33.5, 41.2, 47.5, 48.0, 59.4, and 60.2, attributed to the formation of monohydrate 
LiCl·H2O (space group P42/nmc; JCPDS 73-1273). It is formed via the reaction of LiCl with 
the residual water vapor in helium flow. Increasing methanol pressure results in lessening the 
reflexes of both LiCl and LiCl·H2O. At PCH3OH > 40 mbar, the sample becomes X-ray 
amorphous. No reflexes, which could be referred to LiCl·nCH3OH (n = 1, 3) complex, are 
observed during methanol sorption. Therefore, the crystalline complexes LiCl·CH3OH or 
LiCl·3CH3OH do not form at T = 18°C in the vermiculite pores, and the salt transforms 
directly into a “LiCl – methanol” solution.  
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Fig. 5. XRD in situ pattern of LiCl/V measured at T = 160°C (1), 18°C (2) in a helium flow, 
at T = 18°C (3-9) in the helium flow saturated with methanol vapor. PCH3OH = 15.8 (3), 23.0 

(4), 28.1 (5), 32.0 (6), 39.8 (7), 54.1 (8), and 72.8 (9) mbar. 

The DSC curve for the system LiCl⋅nCH3OH confined to the vermiculite macropores and 
saturated with methanol up to n = (2.8 ± 0.1) mole CH3OH/mole LiCl has an endothermic 
peak with the onset temperature 4°C (Fig. 6a). This peak can be related to the melting of a 
crystalline complex LiCl∙3CH3OH inside the pores. The melting enthalpy is estimated to be 
125±15 J/g, which is essentially smaller than the enthalpy of monohydrate LiCl⋅H2O melting 
(212 J/g) [16]. No peak is detected for the LiCl⋅0.9CH3OH/vermiculite (Fig. 6b), which 
indicates no formation of the crystalline complexes LiCl⋅CH3OH in the vermiculite pores. 
This is in line with the equilibrium curve of methanol sorption on LiCl/V, which has only one 
steep increase of the uptake from n ≈ 0 to n ≈ 3 mol/mol [6].  
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Fig. 6. DSC curves for LiCl·nCH3OH/Vermiculite at n = 2.8 (a) and 0.9 (b). 

Thus, the DSC data confirm the XRD results and demonstrate that no crystalline complexes 
form in the macropores of LiCl/V under the test conditions at T = 10.0-57.2 °C. Indeed, a 
complex LiCl∙3CH3OH, detected in bulk “LiCl – methanol” solution, melts inside the pores 
at the lower temperature (4 °C). Consequently, the slowdown of desorption at q > 0.5 is most 
likely due to LiCl crystallization from its solution in methanol. 
The crystallization in pores is expected to occur through heterogeneous nucleation on the 
pore wall as it requires lower activation energy [17]. The evaporation from the solution 
droplet located on the wall is faster near the droplet edge, where the heat flux is larger [18]. 
This results in faster evaporation and higher supersaturation near the edge. Accordingly, the 
nuclei first form in the vicinity of the contact line “drop – substrate” (so-called “coffee-stain” 
effect [18]). It was revealed for aqueous solutions of NaCl [19], LiBr [20], CaCl2 [21], and 

341



CaSO4 [22]. The nuclei rapidly grow, neighboring crystals associate together, forming the 
crystallization front, which moves to the droplet center, forming a crust on the droplet 
surface. Further desorption involves the methanol transport through the crust, or through 
defects and cracks in it, and the desorption rate slows down dramatically [23]. 
Consequently, the most probable reason for the methanol desorption deceleration at q > 0.5 
might be the slow heterogeneous nucleation of anhydrous LiCl and/or the formation of the 
crystalline crust of LiCl on the surface of the solution, which slows down vapor transport 
(Fig. 7).  

 
Fig. 7. Schematics of the proposed mechanism of methanol desorption from LiCl/V: (1) fast 
desorption from LiCl-methanol solution at n > 3; (2) slow formation of crystalline LiCl from 

the solution at n < 3. 
It might be expected that modification of the vermiculite by highly dispersed additives could 
create new centers of the salt nucleation, facilitate this process and accelerate the methanol 
desorption. It was shown in [24] that Li+ cations specifically adsorbed on the alumina surface 
form anchored complexes Li+-Al2O3, which could be additional centers for LiCl nucleation. 
Moreover, the formation of a large number of smaller LiCl crystals might reduce the mass 
transport resistance through the LiCl crust. In the hope of accelerating methanol desorption, 
the vermiculite surface was modified by 2.5, 5.8, and 8.9 wt.% of dispersed alumina (Al2O3). 
The obtained porous matrixes Al2O3/vermiculite were loaded with LiCl by dry impregnation. 
For new composites LiCl/Al2O3/vermiculite (LiCl/Al2O3/V), their equilibrium and kinetics of 
methanol sorption/ desorption were comprehensively studied.  
LiCl/Al2O3/vermiculite composites 
Characterization 
The SEM-images show that the surface morphology for the neat vermiculite, LiCl/V, and 
LiCl/Al2O3/V composites is similar (Fig. 8). No salt crystals were detected on the external 
surface of the grains for LiCl/V, LiCl/5.8Al2O3/V and LiCl/8.9Al2O3/V. Consequently, the 
salt is confined to the vermiculite macropores. The surface of the modified LiCl/Al2O3/V 
composites is somewhat more friable. 
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Fig. 8. SEM images of the neat vermiculite, LiCl/V and LiCl/Al2O3/V composites. 

The powder XRD patterns of the LiCl/Al2O3/V composites (Fig. 9) are similar to those of 
LiCl/V and exhibits symmetrical peaks that correspond to a LiCl cubic lattice (space group 
Fm-3m) (JCPDF No. 74-1972). No crystalline Al2O3 was detected as it forms a highly 
dispersed X-ray amorphous phase inside the vermiculite pores. The size of coherently 
scattering domains equals 90-100 nm for all composites. Some of the basal vermiculite 
reflexes are retained, but their intensity significantly decreases after the modification. It could 
be due to a change in the layered structure of vermiculite during the composite synthesis.  
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Fig. 9. XRD in situ pattern of vermiculite (black line), LiCl/V (orange line), 

LiCl/2.5Al2O3/V (red line), LiCl/5.8Al2O3/V (green line) and LiCl/5.8Al2O3/V (blue line) 
measured at T = 160°C 

Thus, SEM and XRD analysis show that the Al2O3 additive results in only small changes in 
the morphology and phase composition of the confined LiCl. 

Methanol sorption dynamics 
The kinetic curves of methanol sorption on and desorption from the modified composites are 
presented in Fig. 10. The initial parts of kinetic curves also obey the exponential equation (3).   
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Fig. 10. Kinetic curves of the methanol sorption on (a) and desorption from (b) the 
LiCl/Al2O3/V composites with the Al2O3 content 2.5 (), 5.8 () and 8.9 () wt.% at 35 °C.  

The kinetic curves of methanol sorption on the modified composites are very close, thus, the 
characteristic time τad varies in the range 4.3-5.0 min and τad0.8 = 9.4-14.3 min (Table 4). The 
methanol desorption slightly accelerates at the larger alumina content; the characteristic time 
τdes0.8 reduces from 46.3 min to 27.5 min at T = 35 °C and P = 72.8→30.8 mbar. 
Kinetic curves of methanol sorption and desorption measured for LiCl/Al2O3/V at various T 
and P are shown in Fig. 11.  

 
Fig. 11. Kinetic curves of the methanol sorption on (a, b, c) and desorption from (d, e, f) the 

LiCl/Al2O3/V with the Al2O3 content 2.5 (a, d), 5.8 (b, e) and 8.9 (c, f) wt.% at T = 10 °C (), 
35 °C () and 57 °C ( ). 

The kinetic curves of methanol sorption (Fig. 11 a, b, c) are close to each other for all the 
modified composites, and only slightly depends on T and P. On the contrary, the methanol 
desorption from LiCl/Al2O3/V is dependent on process conditions and becomes slower at a 
lower temperature and pressure (Fig. 11 d-f), (Table 4). In contrast to unmodified LiCl/V, the 
kinetic curves of methanol desorption for all modified LiCl/Al2O3/V are well reproduced. 
Apparently, this is due to the fact that the introduction of Al2O3, whose surface groups can 
serve as additional nucleation centers, accelerates this process, and the nucleation of LiCl is 
no longer the stage that determines the rate of methanol desorption. 
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Table 4. Characteristic times τ and τ0.8 of the methanol adsorption and desorption for the 

LiCl/Al2O3/V composites (the error equals ±10% for all the runs). 

T, °C Adsorption Desorption 
Run τad, min τad0.8, min Run τdes, min τdes0.8, min 

LiCl/2.5Al2O3/V 
10 1→2 5.1 17 2→1 11.5 255 
35 3→4 4.6 11 4→3 6.5 42 
57 5→6 5.5 17 6→5 6.3 28 

LiCl/5.8Al2O3/V 
10 1→2 4.0 11 2→1 9.0 47 
35 3→4 4.3 9 4→3 5.7 46 
57 5→6 5.8 10 6→5 6.1 34 

LiCl/8.9Al2O3/V 
10 1→2 4.3 16 2→1 10.3 110 
35 3→4 5.0 14 4→3 7.3 27 
57 5→6 5.8 21 6→5 5.5 15 

 
Let us compare kinetic curves of methanol sorption and desorption for modified composites 
LiCl/Al2O3/V and unmodified LiCl/V under various conditions (Fig. 12). The kinetic curves 
of the methanol sorption on the modified and neat composites coincide; hence, the 
modification does not affect the sorption dynamics. It seems that the sorption kinetics is 
determined by vapor transfer in the sorbent grains and heat transfer between the metal 
substrate and the sorbent layer and, likely, in the sorbent layer. Small additions of Al2O3 do 
not affect these processes.  

 

Fig. 12. Kinetic curves of the methanol sorption on (a) and desorption from (b, c, d) LiCl/V 
() and LiCl/Al2O3/V with the Al2O3 content 2.5 (), 5.8 () and 8.9 () wt.% at T = 10 °C 

(b), 35 °C (a, c), and 57 °C (d). 
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In contrast, the methanol desorption occurs much faster on modified composites that is the 
main finding of this study. The initial part of the desorption curves at q < 0.5 are quite close 
for the modified LiCl/Al2O3/V and unmodified LiCl/V composites. Under these conditions 
(at n > 3 mol CH3OH/mol LiCl), methanol desorbs from the LiCl-methanol solution confined 
to the pores; this corresponds to the "fast" desorption. Further desorption is much faster for 
the modified composites. For LiCl/5.8Al2O3/V, at T = 10.0 °C and P = 17.2 → 6.74 mbar, the 
characteristic time τdes0.8 decreases by a factor of 12. A similar tendency is observed at all 
temperatures and pressures for all modified composites (Tables 3, 4). Thus, the vermiculite 
modification by small additives of finely-dispersed Al2O3 is deemed to promote effectively 
the LiCl nucleation by forming Li+-Al2O3 complexes anchored to the vermiculite surface 
(Fig. 13).  

 
Fig. 13. Scheme of the salt nucleation in the macropores of the LiCl/V and LiCl/Al2O3/V 

composites. 
The anchored complexes Li+-Al2O3 on the vermiculite surface facilitate the salt nucleation, 
which results in forming a larger number of tiny salt crystals in the modified composite 
LiCl/Al2O3/V compared to the pristine LiCl/V composite. This leads to low super-saturation 
of the salt solution, fast nucleation and strong acceleration of the methanol desorption.  
Thus, the modification of the vermiculite surface by dispersed Al2O3 is a powerful tool for 
accelerating the methanol desorption without reducing the methanol sorption capacity of the 
composite (see below). 
Methanol sorption equilibrium 
For studying the effect of the Al2O3 additive on the methanol adsorption equilibrium of the 
composites involved, the isotherms of methanol sorption/desorption were measured for 
LiCl/5.8Al2O3/V. They are presented in Fig. 14 as a function of the adsorption potential ∆F = 
RT ln(P/P0(T), where P0(T) is the saturation pressure of methanol vapor at temperature T. A 
steep uptake rises from n = 0 to 3 mol/mol is observed at ∆F = 4.5 ± 0.1 kJ/mol. This step can 
be attributed to the formation of LiCl·3CH3OH, which immediately deliquesces and 
continues absorbing methanol vapor at decreasing ∆F. The characteristic curve of methanol 
sorption on the modified composite is close to that for the pristine LiCl/V. The uptake 
reaches 1.2 g/g, which corresponds to an energy storage capacity of 1.6 kJ/g. Thus, the 
modification of the vermiculite surface by the Al2O3 additive does not change the equilibrium 
in the confined system “LiCl – methanol” and, hence, its’ heat storing capacity. 
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Fig. 14. Characteristic curve of methanol sorption on LiCl/5.8Al2O3/V at T = 10 ( , ) and 

35°C ( , ). Open symbols – desorption, solid symbols – sorption.  
Specific power of adsorption heat storage cycle 

10 20 30 40 50 60 70 80 90

100

∆w2=0,02 g /g

∆w1=1,11 g /g 

24,2

72,8

P
, m

ba
r

T, oC

meth
an

ol
214,6

1

2

3 4

 
0 30 60

0,3

0,6

0,9
∆w

, g
/g

time, min  

Fig. 15. Boundary conditions of a seasonal heat storage cycle (a) [6] and kinetic curves of the 
methanol sorption () and desorption (▼).  

Table 5. Boundary conditions of the analyzed seasonal heat storage cycle. 

Sorption Desorption 

Tad,°C Pin.ad, mbar Pad, mbar Tin.des,°C Tdes,°C Pdes, mbar 

35 24.2 72.8 57 80 214.6 
 
For evaluating the specific power of a seasonal heat storage cycle using LiCl/5.8Al2O3/V, the 
adsorption kinetics was studied under conditions of the typical heat storage cycle (Fig. 15a, 
Table 5) [6]. The specific power W0.8 was estimated according to equation 

W0.8 = 0.8∙∆wfin∙∆Had/τ0.8     (4) 
where Δwfin is the final uptake variation, ΔHad is the heat of methanol sorption estimated as 
42 kJ/mol [6], τ0.8 is the time related to q = 0.8. It is shown that W0.8 reaches 1.05 and 
1.6 kW/kg for the heat release and heat storage stages, respectively. The obtained powers 
exceed appropriate values for the neat composite 1.5 and 4 times [6].  
Summary 

The methanol sorption/desorption dynamics was comprehensively studied for the composite 
sorbent LiCl/vermiculite. The desorption dynamics is found to be strongly decelerated due to the 
slow LiCl nucleation on the vermiculite surface and/or sluggish methanol transport through the 
formed LiCl layer. A novel method for intensifying the sorption dynamics through the 
composite modification is suggested: the LiCl/V composite is modified by the aluminium oxide 
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additive, which allows desorption to be significantly accelerated. The characteristic time τdes0.8, 
corresponding to the 80% conversion decreases by a factor of 2-12 for composites with 2.5-
8.9 wt.% Al2O3 at T = 10.0-57.2 °C and P = 6.74-96.6 mbar. Such a strong acceleration can 
be stemmed from enhanced nucleation of the LiCl phase on the Al2O3 surface in the 
vermiculite macropores. This allows the specific cycle power to be increased by factors of 1.5 
and 4 for the heat release and heat storage stages, respectively. Thus, the large heat storage 
capacity, advanced specific power, and low cost make the new composite LiCl/Al2O3/V 
promising methanol sorbent for adsorption heat storage applications. 
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Abstract  
Nowadays, the Adsorption method for atmospheric Water Harvesting (AWH) is considered a 
promising heat-driven technology for potable water supply in arid regions. This research 
focuses on novel composite sorbents based on hygroscopic salts placed inside pores of MIL-
101(Cr). They have been developed keeping in mind AWH applications. The composites based 
on LiCl, LiBr, CaCl2, and Ca(NO3)2 were synthesised and comprehensively studied by SEM, 
XRD, N2 adsorption, and TG methods. The main findings are: (i) CaCl2/MIL-101(Cr) 
demonstrates high specific water productivity of 0.52-0.59 g_H2O/g_composite per cycle 
under conditions of Saudi Arabia and the Sahara Desert, which exceeds the appropriate values 
for other known adsorbents; (ii) the water adsorption on the composite cannot be presented as 
a linear combination of the adsorption on the components; a synergistic effect is revealed. The 
performance of AWH employing CaCl2/MIL-101(Cr) was evaluated in terms of the fractions 
of water extracted and collected and the specific energy consumption, demonstrating its high 
potential for AWH. 
Keywords: Potable water harvesting from the atmosphere, Adsorption, MIL-101(Cr), 
Composite “salt/matrix”. 
Introduction/Background 
In 2015, the United Nations General Assembly adopted the 2030 Agenda for Sustainable 
Development that features “Ensure availability and sustainable management of water and 
sanitation for all” as one of global the Sustainable Development Goals to provide the people’s 
wellbeing and protecting the environment [1,2]. With the rapidly growing population, industry 
and agriculture, potable water shortage is one of the pressing global challenges of our time. 
Nowadays, 2.2 billion people lack access to safely managed drinking water, and more than 4.2 
billion people lack sanitation [3]. Climate change is exacerbating the situation, with increasing 
disasters such as floods and droughts. It is estimated that two-thirds of the population will live 
in water-stressed countries by 2025 [4]. 
Although most of the earth’s surface is covered with water, only 2.5% of these resources is 
fresh water. It worth also noting that current freshwater sources (rivers, lakes, and groundwater) 
are becoming increasingly polluted from human impact and insufficient to meet the growing 
demand [5]. Nowadays various water purification technologies such as desalination [4], 
filtration [6], reverse osmosis [7], multistage distillation [8], and solar water purification [9] 
have been developed to utilize seawater or wastewater. However, these technologies are energy 
intensive and are mainly inappropriate to use in arid landlocked regions with limited 
infrastructure [10,11,12]. 
Instead, the atmosphere contains 12,900 km³ of moisture which is accessible everywhere 
regardless of geographical conditions. Therefore, atmospheric moisture is considered a rich 
renewable source of fresh water and opens up a new path to solving the current global issue of 
potable water scarcity. Moreover, the natural hydrologic cycle enables a sustainable 
atmospheric humidity supply [13]. In this context, the technology of Adsorptive Water 
Harvesting from the atmosphere (AWH) is considered a promising method for decentralized 
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water supply for domestic and sanitarian purposes in arid and remote areas with no natural 
water sources (sea, rivers, lakes, underground water, etc.), the areas affected by natural 
disasters, war zones, and areas with heavily chemically/biologically contaminated water supply 
[11]. 
The AWH is essentially based on the fact that the absolute air humidity in arid areas 
demonstrates just a small variation during a day, while the air temperature and the Relative 
Humidity (RH) fluctuations are wide [14,15]. The AWH process includes two stages: a) 
sorption of water vapor in an adsorber in the night-time when the air RH is high, and b) heat- 
driven desorption of the stored water with its subsequent condensation in the day-time. The 
adsorbent properties are the key element of AWH, which strongly affect the system 
performance. Recently, a family of crystalline solids - metal-organic frameworks (MOFs) - 
have aroused interest in the scientific community as promising adsorbents for AWH systems 
[16,17]. MOFs stand out among the other porous materials by their extremely high porosity 
and specific surface area and modular construction, which allows regulating the structure and 
composition of these compounds and, as a consequence, tuning the adsorption properties. A 
number of MOFs (MIL-101(Cr) and MIL-100(Cr, Al, Fe) [16, 18], MOF-841 [19], 
Co2Cl2BTDD [20], MOF-801 [21], MOF-303 [22] etc.) have recently been suggested for 
AWHA. Among them, MIL-101(Cr) shows the highest water uptake (> 1.0 g/g) and excellent 
stability towards water [23]. However, the capacity of most MOFs at low RH is low due to 
their weak affinity to water vapor, which hinders the implementation of MOFs-based AWH 
under climatic conditions of arid regions. Inorganic salts placed inside porous matrices is 
another class of sorbents used for AWH [24, 25], which possess a high adsorption capacity and 
a quite strong affinity for water. The main shortage limiting their use in open AWH systems is 
a possible leakage of the aqueous salt solution, formed during the water adsorption, out of the 
pore space [26], which can cause a deterioration of the adsorbent and corrosion of metal details 
of the adsorber.  
In this work, we modified the MIL-101(Cr) structure with ions of a number of inorganic salts 
to create additional adsorption centers and increase the affinity of the adsorbent to water vapor. 
A large pore volume of MIL-101(Cr), its open porosity and narrow pore size distribution 
promote the salt solution formed during water adsorption to remain inside pores, thus 
overcoming the main disadvantages of the composite sorbents. Therefore, this research is 
devoted to the development of the novel composite sorbents based on inorganic hygroscopic 
salts (LiCl, LiBr, CaCl2, and Ca(NO3)2)  inside pores of MIL-101(Cr) for AWH technology as 
well as the study of the impact of the salt chemical nature on sorption properties of the 
composites. Then, the properties of the composite CaCl2/MIL-101, chosen as sorbent the most 
promising for AWH in arid climate, are studied in more detail. The potential of AWH system 
employing this composite is estimated in terms of the fractions of water extracted and collected, 
and the specific energy consumption in arid climate conditions of the Sahara Desert and Saudi 
Arabia regions. 
Discussion and Results 
Effect of the salt chemical nature  
The composites salt/MIL-101 (salt = LiCl, LiBr, CaCl2, Ca(NO3)2) were synthesised by a dry 
impregnation method. The salt content Cs = 17, 32, 16-39 and 17 wt%, for LiCl/MIL-101, 
LiBr/MIL-101, CaCl2/MIL-101, Ca(NO3)2/MIL-101, respectively. Their water vapor 
adsorption equilibrium was studied by TG method.  
The water adsorption isobars of the prepared salt/MIL-101(Cr) composites are presented as a 
function of the uptake versus adsorption potential ΔF=RTln(P0/P) in Fig. 1. The data on water 
adsorption on the pristine MIL-101(Cr) taken in [23] are presented for comparison. MIL-
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101(Cr) shows a minor uptake at the adsorption potential ΔF > 2.3 kJ/mol, followed by a sharp 
jump at a narrow ΔF-range from 1.5 to 2.3 kJ/mol. On the contrary, the isobars for the 
composites are smooth curves indicating di-variant adsorption equilibrium with water vapor. 
The water uptake on the composites salt/MIL-101(Cr) significantly exceeds that for the pristine 
MIL-101(Cr) at ΔF > 2.0 kJ/mol (Fig. 1), which indicates that at the high ΔF, the salt mainly 
adsorbs water vapor. Thus, the modification of MIL-101(Cr) by the hygroscopic salts allows 
the affinity of MIL-101(Cr) for water to be enhanced significantly.  
The CaCl2 and LiBr- based composites show the highest uptake w ΔF (Fig. 1). The 
Ca(NO3)2/MIL-101(Cr) and LiCl/MIL-101(Cr) composites exhibit much lower water 
adsorption capacity. Taking into account the toxicity of Li and a high price, the CaCl2/MIL-
101(Cr) was selected as the most promising material for the AWH and is further studied in 
more detail. 
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Figure 1. Water adsorption isobars on the pristine MIL-101 (►) and the composites CaCl2/ 
MIL-101 (), Ca(NO3)2) /MIL-101 (▼), LiBr/MIL-101 (), LiCl/MIL-101 (◄) at P = 25 
mbar. The blue bars represent the values of ΔFad and ΔFre at Tre = 80°C of AWHA cycle under 
climatic conditions of Saudi Arabia and the Sahara Desert as reference arid regions. 
Composites CaCl2/MIL-101(Cr) 
Characterization 
The structure of the composites with a CaCl2 content of 16-39 wt. % was studied by powder 
XRD, SEM and nitrogen low-temperature adsorption. The XRD patterns of CaCl2/MIL-
101(Cr) composites with different salt content show reflexes similar to the parent MIL-101 that 
confirms no structural deformation of MIL-101 during the composite synthesis (Fig. 2). The 
gradual decrease in the reflexes intensity is observed at larger salt content, which can be 
attributed to the smaller MIL-101(Cr) content. The diffraction peaks of crystalline CaCl2 are 
absent, which may be caused by an ultra-dispersed state of CaCl2 confined to the small pores 
of the MIL (29 and 36 Å [23]).  
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Figure 2. PXRD-patterns of CaCl2/MIL-101(Cr) composites with salt content of 12% (blue), 

26% (red) and 37% (black).  
The confinement of CaCl2 in MIL-101 pores results in a significant decrease in both the specific 
surface area (Ssp) and the pore volume (Vp) (Table 1). The theoretical pore volume Vp.th was 
calculated for the composites assuming that the salt is completely deposited inside pores 
according to the expression: 

Vp.th = Vp.MIL(1-Cs) - Csρs,    (1) 

Where Vp.MIL is the pore volume of the pristine MIL, and ρs is the density of CaCl2 (Table 1). 
The Vp.th is essentially larger than experimentally measured that can be attributed to the partial 
blocking of the MIL pores by CaCl2 particles inside pores. 
Table 1. Texture characteristics of CaCl2/MIL-101 composites: specific surface area Ssp and 
total pore volume Vp of MIL-101(Cr) and CaCl2/MIL-101 composite. 

Sample Ssp [m2/g] Vp [cm3/g] Vp.th [cm3/g] 
MIL-101(Cr) 2650  2.00 2.00 
CaCl2/MIL-101_16 1805 1.07 1.6 
CaCl2/MIL-101_29 1075 0.84 1.3 
CaCl2/MIL-101_39 555 0.57 1.0 

 
SEM images of the composites (Fig. 3) show that CaCl2 crystallites are not observed on the 
surface of MOFs particles. The crystals morphology of the composites with the low salt content 
16 and 29% are similar to the pristine MIL-101(Cr) (Fig. 3). The shape of the crystals of the 
composite with a high CaCl2 content of 39% is somewhat deformed and smoothed.  
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Figure 3. SEM images of the pristine MIL-101(Cr) (a) and CaCl2/MIL-101(Cr) composites 
with CaCl2 content of 16% (b), 29% (c) and 39% (d).  

Water adsorption on CaCl2/MIL-101(Cr) composite 

Water adsorption isobars for CaCl2/MIL-101(Cr) are gradual curves with the uptake continuous 
decreasing in a temperature range of 25-130°C (Fig. 4 a). No plateau corresponding to the 
formation of the crystalline hydrates CaCl2·nH2O (n = 1, 2, 4) typical of the bulky “CaCl2 – 
H2O” system is observed. The system is divariant over the whole uptake range. This agrees 
well with the data on water vapor sorption on the CaCl2 inserted into small pores of 
microporous silica gel KSM [27]. Due to the nano-dispersed state of CaCl2 it forms XRD-
amorphous phase with di-variant adsorption equilibrium with water vapor.  
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Figure 4. Water adsorption isobars on composites CaCl2/MIL-101(Cr) at P = 20 mbar (a). 

The characteristic curves of water adsorption on the composite CaCl2(29%)/MIL-101(Cr) at 
T = 25.0 () 35  () 45°C () and theoretical curve, calculated according to eq. 1 () (b). 

(a) (b) 

(c) (d) 
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The increase in the salt content results in the uptake growth at T > 40 ± 5°C, which agrees with 
the literature data on water adsorption on the composite sorbents [26]. It indicates that the salt 
impact in the composites adsorption ability at a high temperature is dominant. The opposite 
behavior is observed at T < 40 ± 5°C. For the composite with the smallest CaCl2 content Cs = 
16%, the uptake is superior to that for composites with the larger salt content. It is quite 
surprising because, according to the literature data [26], the uptake rises gradually with 
increasing salt content, because namely the salt is the main sorbing component of the 
composite. A probable reason for such behavior could be the following. According to Fig. 1, 
the water uptake on the pristine MIL-101(Cr) rises sharply due to capillary condensation in the 
mesopores at ∆F ≤ 2.3 kJ/g, which corresponds to T < 39°C at P = 20 mbar. This temperature 
is in a good agreement with the abovementioned temperature of 40 ± 5°C. Probably, at a lower 
temperature, the capillary condensation mainly contributes to the water sorption on the 
composite. The pore volume of the composites diminishes at increasing salt content (Table 1), 
consequently, the uptake on the composites with a smaller salt content is higher.  
Interestingly that the isobars of water uptake on the composites does not coincide with 
theoretical adsorption curve calculated as a linear combination of adsorption ws and wMIL-101 on 
the bulky CaCl2 and MIL-101(Cr), respectively, taken with appropriate coefficients equal to 
their contents in the composite: 

wth = ws*Cs + wMIL-101*(1-Cs).     (1) 

At ∆F > 2.1 kJ/g, the salt is the main sorbing component, and the experimental uptake exceeds 
the linear combination. On the contrary, at ∆F < 2.1 kJ/g, the composite uptake is essentially 
smaller than the linear combination. Thus, the synergistic effect of hygroscopic salt and MIL-
101(Cr) matrix in the process of water adsorption on the CaCl2/MIL-101(Cr) composites was 
revealed. At high ∆F-values, water vapor is mainly sorbed by CaCl2, and its sorption ability is 
significantly enhanced due to nano-dispersion inside the MIL pores. At low ∆F, the sorbing 
ability of aqueous CaCl2 solution inside the MIL pores decreases, and the capillary 
condensation in mesopores mainly contributes to the sorption. Therefore, the uptake of the 
composites is reduced. It is very profitable for AWH because it prevents the aqueous salt 
solution from leaking out of the MIL pores at decreasing ambient temperature.  
For CaCl2(29 wt.%)/MIL-101(Cr), the water vapor isotherms are measured at the temperature 
range 25-45 °C. When presented as a function of ∆F, they merge into one characteristic curve 
(Fig. 4b); thus, the water sorption follows the Polanyi principle of temperature invariance [28]. 
The isosteres of water vapor adsorption plotted in the ln(P) - 1/T coordinates (Fig. 5a) allow 
the isosteric sorption heat ΔQадс to be calculated according to the Clausius – Clapeyron 
equation: 

lnP = Qis/(RT) + Const  .                                                 (2) 
It equals 44 ± 4 kJ/mol at the water uptake w from 0.08 to 0.70 g/g that is close to the latent 
heat of water condensation L = 43.0-43.6 kJ/mol at T = 25-45 °C. 
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Figure 4. Isosteres (a) and isosteric heat ΔQiso of water sorption (b) on CaCl2(29%)/MIL-
101(Cr).  

The performance of AWHA employing CaCl2/MIL-101(Cr) composite 
The equilibrium adsorption data for CaCl2(29%)/MIL-101(Cr) are used to evaluate the 
performance of AWH employing this sorbent under climatic conditions of Saudi Arabia 
(Riyad-Old) and the Sahara Desert as the reference arid regions. The values of adsorption 
potential ∆Fad and ∆Fre, corresponding to the operating conditions during the AWHA 
regeneration stages were calculated as:  

∆Fad = -RTn[lnPam/P0(Tn)] = -RTre[lnPout.re/P0(Tre)]     (3)  
∆Fre = -RTre [lnPam/P0(Tre)] = -RTn[lnPout.ad/P0(Tn)].    (4) 

where Tn is the average minimum night temperature, Tre is the regeneration temperature, and 
Pam is the water vapor pressure in the ambient air. The climatic data are collected from the 
Meteonorm database (Table 2).  

Table 2. Climatic data for Riyad-Old (Saudi Arabia) and the Sahara desert  

Region Tn, °C RHn, % Td, °C RHd, % Pam, mbar ΔFad, 
kJ/mol 

ΔFre, kJ/mol 
at Tre=80°C 

∆w, 
g/g 

Dry season (July)  
Saudi 
Arabia 

28.1 26.3 36.7 16.5 10.1 3.2 11.3 0.52 

Sahara 22.6 31.3 30.4 21.2 9.3 2.7 11.5 0.59 
Humid season (January)  

Saudi 
Arabia 

8.5 74.1 16.3 45.1 8.3 0.8 11.9 0.80 

Sahara 5.1 50.6 14.9 27.2 4.5 1.6 13.7 0.73 
 

The maximum specific water productivity per cycle, or the net uptake variation ∆w = w(∆Fad) 
- w(∆Fre) reaches 0.52 and 0.59 at Tre = 80°C for the Saudi Arabia and Sahara regions during 
the dry season (July) (Fig. 1). During the humid season (January), it rises to 0.73 g/g due to the 
increase in the ambient RH. That exceeds the appropriate values for known adsorbents, 
suggested for AWH (Figure 6). It is worth noting that at ∆Fre = 11.3 kJ/mol, the uptake does 
not exceed w = 0.06 g/g (Fig. 1). Thus the adsorbent can be regenerated almost completely at 
a low temperature of 80°C, easily available when using simple solar collectors. 
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Figure 6. Specific water productivity per cycle Δw for various adsorbents used for the AWHA 

process in Saudi Arabia at Treg=80°C. 
 
Water extraction and collection fractions 
Along with the net variation per cycle ∆w, the fractions of water extracted from the air during 
adsorption (δex) and collected during condensation (δcol) are also the crucial indexes of the 
AWH performance. They determine the air volume to be passed through the adsorbent bed to 
get 1 L of the water, and, consequently, the electricity consumption for the adsorber blowing 
[15]. The can be calculated as: 

δex = (Pam - Pout.ad)/Pam = 1 - Pout.ad/Pam     (5) 
δcol = [Pout.re – P0(Td)]/Pout.re = 1 – P0(Td)/Pout.re,    (6) 

where Pam is the partial pressure of water vapor in the ambient air; Pout.ad is the water vapor 
pressure in the outlet air during the adsorption stage; Pout.re is the water vapor pressure in the 
outlet air during the regeneration stage; P0(Td) is the saturated vapor pressure at the daytime 
air temperature Td. The values of Pout.ad and Pout.re are evaluated for a fixed bed adsorber based 
on the following assumption (Fig. 7): The residence time is sufficient for the sorption 
equilibrium to be reached. Thereby, the vapor pressures Pout.re and Pout.ad in the outlet air are 
assumed to be equilibrium with the adsorbent layer nearby the adsorber outlet.  
As the water vapor sorption on CaCl2(29%)/MIL-101(Cr) follows the Polanyi principle of 
temperature invariance, each isoster (Fig 7 right) corresponds to a definite ∆F-value, w = f(∆F). 
Then the following expressions can be written [15]:   

∆Fad = -RTn[lnPam/P0(Tn)] = -RTre[lnPout.re/P0(Tre)]     (7)  
∆Fre = -RTre [lnPam/P0(Tre)] = -RTn[lnPout.ad/P0(Tn)]    (8) 

and the fractions δex and collected δcol can be evaluated from eqs. (5)-(8).  
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Figure 7. Scheme of a fixed-bed flowing adsorber and distribution of water uptake (b, c) and 
vapour partial pressure (d) along the adsorber (left). Adsorption isosters w1 – w4 and water-

vapor equilibrium line in the Clausius-Clapeiron diagram. Arrows denote changes in the 
water uptake during the adsorption and desorption stages of the AWEA process (right). 

The high fraction δex = 0.95 can be reached in the dry season using CaCl2(29%)/MIL-101(Cr) 
under climatic conditions of Saudi Arabia (Table 3). It rises to δex = 0.98 during the humid 
(wet) season due to the increased ambient air humidity (Table 3). The collected water fraction 
δcol for the condenser cooled by the ambient air at the daytime temperature Td, at Tre = 80-
100°C, grows from 0.61 to 0.83 and to 0.94-0.97 during the dry and humid seasons. This is due 
to the fact that the temperature Td, at which condensation occurs, is lower in winter than in 
summer. It should be noted that this fraction can be enhanced significantly by a realization of 
the so-called semi-open cycle when the outlet air is returned in the adsorber again to promote 
more effective desorption/condensation [29]. 
 
Table 3. Fractions δex and δcol for the CaCl2(29%)/MIL-101(Cr) composite under climatic 
conditions of Saudi Arabia region 

δex δcol 
Humid season (January) 

 Tre, oC 
0.98 80 90 100 

0.94 0.96 0.97 
Dry season (July) 

0.95 0.61 0.75 0.83 
Specific thermal energy consumption 
An important characteristic of AWH system is the specific energy consumption Qsp for water 
production, which is calculated as  

Qsp.pr = Δw·ΔHads + (Cpad+wads·CpH2O)·(Tre – Td)/(Δw·δcol) ,                (9) 

where Cpad is the adsorbent specific heat; CpH2O is the water specific heat (4.21 J/(g·K)); Qis is 
the isosteric adsorption heat (44 kJ/mol as the average value in the range w = 0.1 - 0.7 g/g); Δw 
is the specific mass of water exchanged in the AEWA cycle; wads is the water uptake at ΔFad. 
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The adsorbent specific heat is calculated as a linaer combination of the specific heat Cp(MIL) 
of MIL-101(Cr) and Cps of CaCl2, Cp(comp) = Cp(MIL)(1 - Cs) + CpsCs = 0.70 J/(g·K). The 
specific energy consumption Qsp ranges from 3.4 to 4.4 kJ/ gH2O at Tre = 80-100°C during the 
dry season. During the humid season, Qsp falls to 2.9-3.0 kJ/gH2O owing to the significant 
increase in the net uptake variation ∆w (Table 2) and the fraction δcol (Table 3). Since the values 
obtained are higher than the heat of water vaporization, the AWHA energy consumption is 
higher than the energy consumption for water desalination. However, in arid regions, 
renewable solar energy for adsorbent regeneration is available in abundance. Therefore, the 
obtained values of specific energy consumption for water production are quite acceptable. 
Accordingly, the AWHA method is promising for arid regions remote from sources of salt 
water.  
Summary/Conclusions  
In this research, the novel composite sorbents based on inorganic hygroscopic salts inside pores 
of MIL-101(Cr) are developed to increase the MIL water vapor capacity in climatic conditions 
of arid areas. The composition, structure, morphology, and water adsorption properties of the 
CaCl2/MIL-101(Cr) composites ars studied. It is shown that the salt presence does not lead to 
structural changes in MIL-101. The salt crystals on the MIL-101(Cr) surface are not found. 
They are located inside the pores, which leads to a decrease in the specific surface area and 
pore volume. The synergistic effect of the confined salt and the matrix that is the water 
adsorption enhancement is found. The most promising composite is CaCl2/MIL-101, with the 
salt content 29%. It demonstrates the high specific water productivity 0.52-0.73 gH2O/g per 
cycle under conditions of the arid climates typical for Saudi Arabia, which exceeds the 
appropriate values for known adsorbents. The use of CaCl2/MIL-101(Cr)_29 composite for 
AWHA allows getting the fractions of water extracted δex = 0.95-0.98 and collected δcol = 0.39-
0.97 at the regeneration temperature 70-100°C and the condenser cooled by ambient air. The 
average isosteric water adsorption enthalpy ∆Hads calculated from isosteres is 44 ± 4 kJ/mol 
kJ/mol. The AEWA technology is promising for arid regions remote from sources of saltwater 
due to the availability of renewable thermal energy sources for adsorbent regeneration. The 
high potential of the developed composites for AWHA encourages us for further detailed study 
of their water adsorption properties and the feasibility of AWHA employing these MOFs. 
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Abstract  

In an attempt to contribute to the sustainable heating solutions for the cold arid region of 

Ladakh, a solar powered adsorption heating system is numerically studied for performance 

assessment. An adsorbent integrated tubular collector design is considered, which can be 

integrated into the roof tops of domestic spaces for capturing and radiating solar thermal energy 

into the room without the requirement of any auxiliary electric power. Maxsorb-III activated 

carbon is selected as the adsorbent with methanol as the adsorbate. The key design features of 

the collector design for maximising the heat flux into the room are presented. An optimum 

outer radius of 1.5 cm is evaluated for the maximum annual heat transfer into the room, with 

the daily average flux reaching up to 44.1 W/m2. The novel design presented in this study could 

pave way for further optimisation in design parameters and operating procedures for 

maximising sustainable heating.  

Keywords: adsorption, solar thermal, space heating, Ladakh, thermal storage 

Introduction 

Adsorption working pairs have gained prominence for cooling and heat pumping applications, 

due to their ability to capture low grade thermal energy and having lesser maintenance issues. 

Apart from cooling, adsorption based working pairs are seen to be offer among the highest 

energy densities in thermal storage applications [1]. Yan et al. [1] experimentally studied a 

resorption based heat storage system with the sorption working pair of MnCl2-SrCl2/NH3 and 

observed an energy storage density of up to 261.35 kWh/m3 with a charging temperature 

requirement of 177°C. N’Tsoukpoe et al. [2] studied 45 salt hydrates for low temperature 

thermochemical heat storage application through TGA/DSC analysis. They have identified 

Sr.Br2.6H2O to be the most promising pair with an energy density of 133 kWh/m3 and a 

desorption temperature requirement of 105°C. For solar based domestic heating applications, 

further lower desorption temperatures (<90°C) are desired for the various non-concentrating 

solar heating collectors widely employed for these applications [3]. Kohler and Muller [4] 

studied various alcohol-activated carbon pairs for a low grade solar thermal energy based 

heating application and identified activated carbon-methanol pair to be offering the best 

efficiency of 40% with the desorption temperature of 350 K. 

 Activated carbon-methanol has been amongst the most preferred working pairs for adsorption 

cooling application owing to the low regeneration temperature requirements. Various 

researchers have developed single bed solar powered ice making systems employing activated 

carbon-methanol pair and have realized cooling without the necessity of any auxiliary power 

requirement. Pons and Guilleminot [5] developed one of the earliest designs of a flat plate solar 

ice maker using carbon-methanol pair, yielding a solar COP of 0.12 for a typical day in August 

in the location of Paris. Similar solar COP values (0.12-0.14)have been observed by other 

researchers with the carbon-methanol pair in the literature [6,7], with ice production of 4-5kg 
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per m2 of the collector area. In the recent years, tubular collector designs [8–10] have gained 

prominence over that of the flat plate designs for ice making applications, owing to the better 

vacuum sealing provided by the former design. The effectiveness of the tubular collector design 

is yet to be explored for heating applications. 

In the present study, solar powered room heating employing activated carbon-methanol pair is 

envisaged for the cold arid region of Ladakh in India. The region receives the highest solar 

radiation of about 7-7.5 kWh/m2/day, while also being among the coldest regions in the country 

with the peak winter temperatures reaching up to -28°C [11]. A tubular collector design is 

envisaged for the application, which can be fitted into the roof for capturing and radiating solar 

thermal energy into the room. Optimisation of the tubular diameter is further carried out 

through numerical simulations for maximizing the heating potential of the collector unit. 

 

System description 

 

Working pair: Maxsorb-III activated carbon has been chosen as the adsorbent with methanol 

as the adsorbate. The key thermophysical adsorption properties of the pair are shown in Table 

1 [12]. The adsorption properties of the pair are evaluated using D-R equation described in 

Sharkawy et al. [13]. 

 

Table 1. Maxsorb-III thermophysical properties [12] 

 

Bulk density (ρads) 310 kg/m3 

Skeletal volume (𝑉𝑠𝑘) 4.5×10-4m3/kg 

Micropore volume (𝑉𝑚𝑖𝑐𝑟𝑜𝑝𝑜𝑟𝑒) 1.71×10-3m3/kg  

Particle radius (𝑟𝑝) 70µm 

 

 

Collector design: A stainless steel tubular collector design is considered with the adsorbent 

material placed inside the tubes and the inner annulus of the adsorbent material being used for 

refrigerant transport, as described by Qasem et al. [10]. The tube length is oriented along the 

collector tilt, which is considered to be at 34.15° corresponding to the latitude of Ladakh. The 

tubes are covered by a single glazing glass cover on the top and insulated on the sides, whose 

properties are given in Table 2. The bottom surface of the collector is exposed to the room to 

radiate heat into it.  

The condenser/evaporator design is ignored in the present evaluation and the corresponding 

saturation pressure of condensation and evaporation are evaluated from the ambient 

temperature during desorption and adsorption processes respectively.  

Further, it is of utmost importance to minimise the heat dissipation to the ambient from the 

collector. For this purpose, the glass cover is considered to be covered by an opaque cover from 

12 PM to 6AM of the subsequent day.  

 

Room: The room is considered to be maintained at 15°C with apertures in the roof for the 

tubular collector to radiate heat from its back side. No air infiltration is considered through the 

aperture opening. 
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Table 2. Collector parameters 

 

Glass transmissivity (𝜏) 0.9 

Tube absorptivity (𝛼) 0.9 

Side insulation heat transfer coefficient (Us) 0.15 W/ K 

Opaque cover heat transfer coefficient 0.38 W/ K 

Collector tilt (𝛽) 34.15° 

Tube inner radius (Ri) 0.005 m 

 

 

Weather data: The solar radiation, ambient temperature and wind speed of the location are 

obtained from the National Solar Radiation Database (NSRDB) [14].  

 

 

Mathematical modeling  

A distributed parameter model has been used for modelling the mass and energy balance in the 

tubular collector using Matlab™ software. The continuity, momentum, and energy 

conservation equations are considered after eliminating the non-significant terms based on a 

scaling analysis described by Mitra et al. [15].  

Equation (1) shows the continuity equation after neglecting the non-significant density 

variation term. 

 
∂(ρvaporvr)

r ∂r
+ ρads

∂w

∂t
= 0     (1) 

 

Where ρvapor is the density of refrigerant vapor, v is the velocity of the diffusing vapor, ρads 

is the density of adsorbent and w is the concentration of the adsorbent. 

 

The momentum equation across the bed is given by the Darcy equation as shown in equations 

(2), (3) and (4). 

 
∂P

∂r
= −

μ

λ
v      (2) 

where λ =
ε3rp

2

37.5(1−ε)2
       (3) 

and 𝜀 = 1 − 𝜌𝑎𝑑𝑠(𝑉𝑠𝑘 + 𝑉𝑚𝑖𝑐𝑟𝑜𝑝𝑜𝑟𝑒)    (4) 

where P is the pressure of refrigerant vapor, μ is the viscosity of refrigerant vapor, λ is the 

permeability of the bed, ε is the permeability of the bed and 𝑟𝑝 is the particle radius of the 

adsorbent.  

The energy balance across the bed is given by equation (5) after eliminating the non-significant 

convective term. The heat of adsorption (Qst) is obtained from the Clausius-clapeyron equation 

as described in [16]. 
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1

r
K

∂(r
∂T

∂r
)

∂r
+ ρadsQst

∂w

∂t
= (ρCp)

ads
(1 + w

(Cp)l

(Cp)ads
)

∂T

∂t
  (5) 

 

Where K is the thermal conductivity of the bed, T is the temperature of the bed, (Cp)l is the 

specific heat capacity of the refrigerant liquid. The adsorption kinetics of the bed ( 
∂w

∂t
) are 

computed from the correlation given by Passos et al. [17]. 

 

The energy balance for the collector steel tube is given by equation (6) which takes into account 

the incident solar radiation and various heat losses from the tube. 

 

(mCp)steel
dTsteel

dt
= I(τα) − 0.5(Ut + Ub + Us)Aactual(Tsteel − Tambient) −

𝐾Ainternal
∂T

∂r
| Ro  (6) 

 

Aactual = Ntubes × 2𝜋Ro     (7) 

 

Ainternal = 2𝜋Ri      (8) 

 

Ub = kair × 0.27Ra0.25     (9) 

 

𝑄 = Ub(Tsteel − Troom air)     (10) 

 

Where Aactual is the surface area of the tubes per unit area of aperture area and and Ainternal is 

the internal surface area of the tube. The heat loss coefficient for the top surface (Ut) is 

computed from the correlation given in [18] for the local weather conditions, for 6AM to 12PM. 

For the rest of the hours, Ut is substituted with the opaque heat transfer coefficient value of 

0.38 W/K. The back heat loss coefficient Ub is computed from the correlation for natural heat 

transfer coefficient for downward facing surfaces given in [19]. 

 

 

Discussion and Results 

The heat radiated per unit area of the collector into the room is evaluated for various outer radii of 

the tubes. It has been estimated that the optimum outer radius yielding the highest daily average 

heat transfer rate over the year is 0.015m. Figure 1 shows the variation of the average daily heat 

transfer rate per unit area of the collector for a typical day in the month of January. For lower outer 

radii than 0.015m, the mass of the adsorbent reduces per unit area of the collector which further 

reduces the heat storage capacity of the collector. At higher outer radii, the maximum temperature 

attained by the tubular collector reduces due to the increasing adsorbent mass, which reduces the 

heat transfer rate to the room. Further, the temperature and pressure gradients of the adsorbent 

within the tube increase with increasing outer radius as shown in Figure 2 and Figure 3 

respectively. Figure 2 shows that the maximum temperature at 12 noon occurs at the outermost 

radius of the bed due to the heating of the steel outer surface with incident radiation. Figure 3 

shows that the maximum pressure also occurs at the outermost radius due to the desorption 

phenomenon, with the refrigerant vapor radially diffusing inwards into the annular space of the 

tube. 
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Figure 1. Heat transfer flux variation with outer radius for a typical day in January 

 

 

Figure 2. Temperature distribution within adsorbent for a)Outer radius of 1.5 cm and b) Outer 

radius of 3 cm at 12PM for a typical day in January 
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Figure 3. Pressure distribution within adsorbent for a)Outer radius of 1.5 cm and b) Outer 

radius of 3 cm at 12PM for a typical day in January 

Figure 4 shows the heat flux from the collector for a typical day in January. It can be seen that 

the heat flux value increases until 12PM and follows a decreasing trend for the subsequent 

hours of the day. This can be understood from the increasing solar radiation flux incident on 

the collector until 12PM followed by which it is covered by the opaque cover. The temperature 

of the bed and the steel tube rise accordingly resulting in an increase of heat flux to the room. 

This is followed by the covering of the glass plate with an opaque surface, resulting in the 

decrease of tube and bed temperature.  

 

Figure 4. Heat flux variation over a typical day in the month of January 

Figure 5 shows the average concentration profile variation of the bed. It can be seen that the 

concentration of the bed starts reducing from 8AM with the increase of solar flux incident on 

the collector and the rise in temperature of the bed. The concentration of the bed is seen to drop 

until 12PM due to the desorption phenomenon. After 12PM, the bed’s temperature reduces due 
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to heat dissipation to the room resulting in the adsorption phenomenon commencing until 11 

PM, where the bed reaches the saturation limit. The valve to the evaporator is shutoff to prevent 

any further desorption until the opaque cover is removed off the glass sheet the subsequent day. 

Figure 6 shows the corresponding bed temperature variation. It can be seen that the rate of bed 

temperature decrease is lower than that of its increase, owing to the low heat transfer coefficient 

of the room air and slower adsorption kinetics in comparison to that of the desorption 

phenomenon. 

 

Figure 5. Bed concentration variation over a typical day in the month of January 
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Figure 6. Bed temperature variation over a typical day in the month of January 

 

The annual variation of the daily average heat flux is shown in Figure 7. It can be seen that the 

trend of the daily average flux is very much inline with that of the daily solar insolation, with 

the highest value of 44.1 W/m2 in July. 
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Figure 7. Annual variation of daily average heat flux and solar insolation values 

 

Summary  

The present study evaluates the performance of a tubular collector integrated adsorption system 

for a solar powered domestic heating application in the cold arid region of Ladakh. The prominent 

features of the tubular collector design viz., removal of back covering for room air heating and un-

exposing of the glass cover after 12 PM, have been considered for performance evaluation. The 

optimum outer radius yielding the maximum annual heating flux into the room has been identified 

through a distributed parameter modelling of the system under the local weather conditions. The 

optimised collector design is observed to be capable of radiating heat into the room at 15°C for 

over 11 hours in the coldest month of January with the ambient temperatures reaching up to -

28°C. The study could be further extended to study the impact of thermal comfort due to enhanced 

mean radiant temperature of the room as well as a techno-economic analysis for a better 

optimisation of various design parameters. 
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Abstract 

Adsorption chillers, heat pumps and heat upgraders are important technologies for the 
valorisation of waste heat and the decarbonisation of heating and cooling. However, available 
solutions lack compactness and high costs. A novel concept of an adsorption module with water 
as refrigerant is based on polymer-aluminium-polymer composite foils as integrated vacuum 
encapsulation and heat exchanger surface. Inspired by classical plate heat exchanger the 
concept allows for the usage of low-cost materials, a simplified manufacturing procedure and 
easy scalability. Stability-critical vacuum feedthroughs  of heat exchanger tubes are 
inherently avoided by reducing the vacuum part to so-called adsorption cells. An innovative 
copper fibre TiAPSO-34 composite is employed as adsorbent layer allowing for high 
adsorption dynamics. In this contribution we present preliminary results of the manufacturing 
procedure and experimental results. For the design process the method of effective thermal 
resistance has been employed. Alongside results of a transient FEM simulation of heat and 
mass transfer processes provides insights into internal mechanisms and optimization potential. 
Keywords: Adsorption chiller, Aluminium composite foil, TiAPSO-34, Adsorption cell, Plate 
heat exchanger, simulation 
Introduction 
Adsorption heat transformation (chillers, heat pumps, heat upgraders) is an important 
technology for the valorisation of waste heat and the decarbonisation of heating and cooling 
[1]. In principle, they allow to use the working potential of a heat flow dropping from a higher 
to a lower temperature to lift another heat flow from a lower to a higher temperature in cycling 
operation. The common realisation of adsorption heat transformers consists of two 
“conventional” heat exchangers introduced in a tight vessel with a pure refrigerant atmosphere, 
the adsorption module, with an external set of valves, connectors and a control unit. In the 
adsorption module the heat exchangers are the adsorption heat exchanger covered with an 
adsorption material or composite [2] and the evaporator/condenser [1]. Despite its popularity, 
this concept has limitations like stability issues of the vacuum feedthroughs, undesired 
condensation of working fluid on the vessel walls and reduced scalability. 
Here, we present a novel concept consisting of layered adsorption cells arranged to a plate-
heat-exchanger-type of configuration (Figure 1). This concept has several advantages, like the 
reduction of vacuum conditions to the encapsulated inner part of the adsorption cells which 
avoids any feedthrough and inherently avoids undesired condensation. 
The adsorption cells consist of a copper adsorbent composite layer (cite Velte et al), a highly 
porous thermal separator and a copper mesh as evaporator/condenser, which all is encapsulated 
by a polymer aluminium composite foil commonly used for pouch battery cells in a special 
manufacturing procedure. 
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Figure 1: Schematic sketch of the investigated concept: The adsorption module consists of a set of 
stacked vacuum-encapsulated adsorption cells in a plate-heat-exchanger-type arrangement. The 
adsorption cells contain a pure refrigerant atmosphere with all parts of a classical adsorption chiller 
in different layers. 

 
For the design process the novel method of effective thermal resistance was employed [3]. A 
2D-simulation model has been implemented in COMSOL representing a longitudinal cut 
through an adsorption cell. The model consists of heat transfer with heat conduction and 
source/sink terms for adsorption/desorption and evaporation/condensation and the mass 
transfer considering viscous flow and Knudsen diffusion and again, source/sink terms for 
adsorption and evaporation/condensation. 
 

Discussion and Results 
The manufacturing procedure was successfully applied. Experimental results are pending and 
will be presented at the conference. Based on preliminary modelling results and under inlet 
temperature conditions of 80/35/15 °C for desorption, adsorption/condensation and 
evaporation, respectively, a COP of 0.38 and a specific cooling power of 160 W/l with respect 
to the active volume (cell and fluid channel) and of 44 W/l with respect to the external 
dimension of the small-scale test module. 
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Abstract (12-pt Times New Roman)

The Lamm-Honigmann (LAHMA) energy storage is a sorption based Pumped Thermal Elec-
tricity Storage (PTES) that can be charged and discharged arbitrarily with both heat and electri-
cal power. The mechanical charging and discharging processes of this storage are characterized
by an internal heat transfer between the main components Absorber/Desorber and Evapora-
tor/Condenser that is driven by the working fluid mass transferred between those components
with help of an expansion or compression device respectively.
In this paper, a thermal operation map for the mechanical discharging process is developed
from energy balances in order to predict power output depending on the system state, that is
in particular defined by the mass flow rate of vapor and the salt mass fraction. The conducted
method is applied for the working fluid pair LiBr/H2O. This thermal map is especially useful
for dimensioning of the expansion machine and for the development of control strategies for
the storage.
In a first step, a thermal efficiency is defined to account for second order losses due to the in-
ternal heat transfer. E.g. for discharging from a salt mass fraction of 0.7 to 0.5 (kg LiBr)/(kg
sol.) at a temperature of 130◦C, it is found that the reversible shaft work output is reduced by
1.1 − 2.9%/K driving temperature difference. For lower operating temperatures the reduction
is larger, e.g. at 80◦C the efficiency loss due to heat transfer rises to 3.5%/K for a salt mass
fraction of 0.5 (kg LiBr)/(kg sol.).
In a second step, a quasi-stationary assumption leads to the thermal operation map from which
the discharging characteristics can be found. E.g. at an operating temperature of 130◦C for
a constant power output of 0.4 kW/m2 heat exchanger area at volumetric and inner machine
efficiencies of ηi = ηvol = 0.8 and for an overall heat transfer coefficient of 1500 W/(K m2),
the mass flow rate has to rise continously from 1.5 to 4.2 g/(s m2) while the thermal efficiency
is reduced due to this rise and due to dilution of the sorbent from 97% to 83%. For this dis-
charging scenario, the corresponding discharge time is 4.4(min. · m2)/(kg salt). This results in
an exergetic storage density of around 29 Wh/kg of salt mass in the absorber.
Besides those predictions for arbitrary discharging szenarios, the derived thermal map is es-
pecially useful for dimensioning of the storage system and for the development of control
strategies. It has to be noted, that the operation map does not illustrate the transient behavior of
the system, but its quasi-stationary state. However, it will be shown, mathematically, that the
system tends to return to this state when disturbed.

Keywords: thermochemical energy storage, absorption storage, storage and conversion,
Carnot Battery, Thermal Operation Map, Control strategy, storage efficiency, storage power.

375



Nomenclature
χ vapor quality
∆T driving temperature difference (K)
η energetic efficiency
λq

Θ fitted parameter (%/K)
ξ mass fraction (kg working fluid

kg sorbant )
a, b, c, d parameters of the diff. eq.
A area (m2)
cp isobaric heat capacity ( kJ

kg )
d differential operator
f variable coeff. of the diff. eq. (K

2

s
)

g variable coeff. of the diff. eq. (K
s

)
h specific enthalpy ( kJ

kg )
∆hA sorption enthalpy ( kJ

kg )
∆hlv evaporation enthalpy ( kJ

kg )
k heat transfer coefficient ( W

K m2 )
m mass (kg)
p pressure (Pa)
P t shaft power (W)
R universal gas constant ( kJ

kg K )
s specific entropy ( kJ

kg )
T temperature (K)
q specific heat ( kJ

kg )
Q heat (kJ)
v specific volume (m3

kg )
wt specific shaft work ( kJ

kg )
x salt mass fraction ( kg salt

kg sorbant )
Z compressibility (kJ/kg

kJ/kg )

Abbreviations
H2P heat to power
P2P power to power
A ab-/adsorber
D desorber
E evaporator
EM expansion machine
C condenser
CM compression machine
P component parts/periphery
sol. solution

Indices
′ saturated liquid
′′ saturated vapor
S storage
A ad-/absorbant
eq equilibrium
ch charge
dis discharge
comp compression
exp expansion
rev reversible limit
isen isentropic
poly polytropic
vol volumetric
htf heat transfer fluid
i inlet
o outlet
h particulate
p homogeneous
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Introduction

Energy storage plays a key role on the way to decarbonized energy systems relying on re-
newable sources. The LAmm-HonigMAnn-process (LAHMA) is a thermo-chemical energy
conversion and storage process that was originally invented to drive fireless locomotives. Two
patents were issued in the 19th century using different working fluid pairs: by Moritz Honig-
mann in 1883 ([1],[2]), and by Emile Lamm in 1870 [3]. The process is based on the principle
of vapor pressure depression of an un-loaded ad-/absorbent, compared to the pure working
fluid. The stored energy can be retrieved in the form of heat, cold or mechanical work, as well
[4]. The combination of storage and conversion renders the process unique and favorable for
an optimized use of transient renewable energy and waste heat.
However, the concept was rarely investigated in the last century 1 but recent experimental work
by Jahnke ([6]) has proven the potential of the process to be used as stationary energy storage.
In [6] the focus lies on the experiments performed on the prototype, the plausibility of the re-
sults and on the identification of the peculiarities of the prototype (e.g. heat losses, thermal
masses, chosen process configuration, the inefficient expansion device). Those pecularities are
not necessarely representative for the general concept but their influence on the figures of merit
is large. Thus, the efficiency for conversion of thermal to mechanical energy and the storage
density were low (0.2% compared to calculated 13% conversion efficiency and 0.2 Wh/kg com-
pared to 12 Wh/kg if the expansion device would work isentropically and thermal heat losses
would be neglected), but reasons could be identified and the adaption of the experimental set-up
is work in progress.
In [7] the author has investigated theoretical efficiencies of the storage system for different stor-
age materials but without accounting for different discharging scenarios in terms of arbitrary
power output. So, there is still a need for a fundamental theoretical understanding of the sys-
tem independent of its dedicated realization (e.g. size, working fluid pair, temperature level,
configuration, expansion/compression device used) and for arbitrary discharging szenarios, that
enables general system analysis and optimization and facilitates system scale-up and develop-
ment of operation and control strategies.
A known approach for understanding the operational behavior of hydraulic systems consisting
of pumps and piping is that of the systems operational line, indicating the required pressure
head in the system in dependence of working fluid mass fow rate. Combined with the pumps
operational line the volume flow rate in the system can be predicted, or the correct pump sizing
for the volume flow rate required be chosen. Inspired by this method, a thermal operational
field for the mechanical discharging prcoess of the system that can later be matched with the
operational field of any expansion device, will be developed. The derived equations are ap-
plied for the working fluid pair LiBr/water and storage characteristics are conducted from the
results.

Storage Cycle description

As already mentioned the Lamm-Honigmann storage concept has different realizations depend-
ing on the form of energy to store or extract. For a detailed description of the thermal charging
and discharging refer to e.g. [7] and [4].
The basic system consists of a water heat exchanger (HX), that can work either as condenser
(c) or as evaporator(E), and a solution HX, that can work as an absorber or as a desorber. The
mechanical charging and discharging processes are shown in figure 1 in a Van’t Hoff diagram.
The state point of the water heat exchanger (blue circle) is always on the vapor pressure line of

1for more detailed historical background refer to e.g. [5]
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pure water, whereas the solution heat exchanger (green circle) changes between the isosteres
of the rich (discharged) and poor (charged) solution.

Figure 1. mechanical discharging phase (left) and charging phase (right)[7]

In [7] mechanical charging and discharging are described as follows (direct citation):

(1) Discharging (figure 1, left): The water heat exchanger works as evaporator, the sorption
heat exchanger works as absorber. The evaporator has a slightly lower temperature than
the absorber to enable the heat transfer. Water vapor from the evaporator is passed
through an expansion machine to produce mechanical work W . The expanded water
vapor is absorbed by the LiBr-solution in the absorber and the heat of absorption QAbs

is used to evaporate more water. This goes on until the LiBr-solution is so diluted that
the vapor pressure difference is not sufficient anymore to supply the desired mechanical
power or torque. As the energy released when the water is absorbed is higher than the
energy required for evaporation of that water (for the common physisorptive systems
the ratio is around 1.1 . . . 1.2) the entire system heats up during discharge.

(2) Charging: (figure 1, right) The sorption heat exchanger works as desorber. The LiBr-
solution is regenerated by the input of heat from the water heat exchanger working as
condenser QCond. The desorbed water vapor is compressed to condenser pressure level
and liquefied in the condenser.

Solution field geometry

The usable pressure potential during discharging depends on the salt mass fraction and temper-
ature in the absorber (storage temperature TS) and can be calculated using equilibrium prop-
erty data of the working fluid pair. The driving temperature difference for the heat transfer
∆Tdis = TS − TE will reduce this pressure potential (and thus the useful enthalpy difference).
This effect is illustrated in a Van’t Hoff diagram in figure 2.
In figure 3 the useful (discharging) isentropic enthalpy differences ∆hisen of the water vapor
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Figure 2. influence of driving temperatures on usable pressure ratio.

are drawn over working fluid mass fraction ξ = 1 − x and driving temperature difference ∆T
for different storage temperatures TS (temperature of the absorber/desorber) They are defined
as:

∆hisen,dis =h′′(TE)− h(s′′(TE), p
eq(TS, x)) (1)

(2)

Obviously the isentropic enthalpy difference depends linearly on the driving temperature dif-
ference ∆T . As the value of ∆T is actually specific to the HX design and process operation
and is not a working fluid specific nor process inherent property, its influence on the usable
isentropic enthalpy difference will be expressed by a thermal efficiency:

ηth,dis :=
∆hisen,dis(∆Tdis, x, TS)

wt
rev,exp(TS, x)

(3)

where the reversible shaft work wt
rev(TS, x) equals the isentropic enthalpy difference if ∆T = 0

(infinite HX area).
Considering the liniearity of the relation between ∆hisen and ∆T observed in figure 3, the
thermal efficiencies can be fitted according to eq. 4with the proportionality factor Θ(TS, x) in
unit K−1, that depends on storage temperature and salt mass fraction.

ηth,dis = 1−Θdis∆Tdis (4)

A 3-D fit of the proportionality factor Θdis = f(TS, x) is shown in figure 4 on the right. The
symbols represent calculated values for Θdis at driving temperatures between ∆T = 1 . . . 10K
for TS = 80 . . . 140◦C and x = 0.5 . . . 0.7 kg salt/kg sol. and represent the data base for the
shown polynomial fit. The corresponding fit function is:

Θdis(TS, x) =

[
2.42− 1.62 · (1− x)

xN

− 1.31 · TS

TS,N

+ 8.89 · ((1− x)

xN

)2

−8.52 · (1− x)

xN

· TS

TS,N

+ 2.91 · ( TS

TS,N

)2
]
% (5)
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Figure 3. isentropic enthalpy difference ∆hisen over working fluid mass fraction and driving
temperature difference.

with the normalization factors xN = 0.5 kg salt/kg sol. and TS,N = 413.15 K.
On the left side of figure 4 the thermal efficiencies for discharging is shown in dependence
of the corresponding driving temperature difference for different working fluid mass fractions;
and in the middle of figure 4 for different storage temperatures. The symbols represent the
calculated values from enthalpy data. The lines are the corresponding functions of ηth (eq. 4)
with the fitted proportionality factor Θ (eq. 5). Obviously the match of fitted and calculated
data is accurate. The figure shows, that e.g. for a storage temperature of 130◦C and a salt
mass fraction of 0.5 kg salt/kg sol., the thermal efficiency for discharging drops about 3%/K
temperature difference.

Guiding differential equations of the discharging process

Instationary energy balances for heat exchangers and stationary balance for the expansion de-
vice are made under the following assumptions:

• the working fluids in the heat exchangers are in thermodynamic equilibrium

• no vapor phase is present within the heat exchangers (the vapor is immediately absorbed
by the liquid in the absorber/leaves immediately the evaporator)

• the liquids in the heat exchangers are ideally mixed (retention time in the solution circuit
is neglected, temperature is distributed equally); static pressure differences are negligi-
ble

• the liquids are ideal and du = dh holds true

• heat and pressure losses in the connecting pipes are negligible

• the component itself is at the same temperature as the respective working fluid contained
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Figure 4. thermal efficiency ηth for discharging for a storage temperature of TS = 130◦C (left)
and for a working fluid mass fraction of x = 0.5 kg wf/kg sol (middle); calculated proportionality
factor Θdis (equation 5) on the right.

This leads to the following relation between the driving temperature difference for the heat ex-
change and the mass flow rate that is exchanged between evaporator and absorber (discharging).
The underlying equations can be found in Appendix and .

d∆Tdis(t)

dt
=−

(
1

CA

+
1

CE

)
kA ·∆Tdis(t) +

(
χ∆hlv(

1

CA

+
1

CE

) +
lA
CA

)
ṁ(t)

− P t
dis(t)

CA

− cp,E
CA

∆Tdis(t) · ṁ(t) +
Q̇loss,E

CE

− Q̇loss,A

CA

(6)

whereby (see for definition of efficiencies):

P t
dis(t) =ṁ(t) · ηvol,EM · wt

dis (7)
=ṁ(t) · ηvol,EM · wt

rev,exp(x(t), TA) · ηi,EM · ηth,dis(x(t), TA,∆Tdis(t)) (8)

d∆Tdis(t)

dt
(9)

=−
[
(cp,E −Θ · wt

rev,exp · ηvol,EM · ηi,EM)
1

CA

· ṁ(t) +

(
1

CA

+
1

CE

)
kA

]
︸ ︷︷ ︸

f(t):=a·ṁ(t)+b

∆Tdis(t)

+

(
lA − wt

rev,exp · ηvol,EM · ηi,EM

CA

+ χ∆hlv
E(

1

CE

+
1

CA

)

)
ṁ(t) +

Q̇loss,E

CE

− Q̇loss,A

CA︸ ︷︷ ︸
g(t):=c·ṁ(t)+d

(10)

The inhomogeneous differential equation of first order with variable coefficients can be solved

381



using variation of constants. Its general solution is:

∆Tdis(t) = ∆Tdis,h(t) + ∆Tdis,p(t) (11)

= e−
∫
f(t)dt

(
ci +

∫
g(t)

e−
∫
f(t)dt

dt

)
(12)

= e−F (t)

(
ci +

∫
g(t) · eF (t)dt

)
(13)

with integration constant ci, and F (t) being the primitive of f(t).
Another important differential equations connects the salt mass fraction and the mass flow rate:

ṁ(t) =
dmA

dt
=

dmsalt

x

dt
= −msalt ·

1

x2

dx

dt
(14)

ṁ(t)dt = −msalt
1

x2
dx (15)

It is required for calculation of discharge times.
In the following sections the specific solution of eq. 13 for a constant vapor mass flow rate and
a linear rising and falling vapor mass flow rate will be discussed exemplary for discharging. It
will be shown that the system tends to a quasi-static state, that is d∆T

dt
= 0 and the validity of a

model based on this quasi-static state will be discussed by comparing it to the dynamic model.

Constant vapor mass flow

For a constant vapor mass flow ṁ(t) = ṁc and a constant salt mass fraction x, the coefficients
of the differential equation are constants as well (f(t) = f ; g(t) = g) and the analytical solution
is:

∆Tdis(t) = (∆Tdis0 −
g

f
) · e−f ·t +

g

f
(16)

It should be noted, that the heat capacities of the working fluids cp,E, cp,A, the enthalpy of di-
lution lA and the heat losses in the HX’s are dependent on absolute temperature, that is not
necessarily constant. However for the working fluid pair in question the change in absolute
temperature is small during discharging (e.g. compare simulations in [8]) and its influence on
the working fluid properties and heat losses is negligible.
Actually, the salt mass fraction will not be constant neither. As soon as there is a vapor mass
flow between evaporator and absorber the salt mass fraction in the absorber and the water mass
in the evaporator will change, and therfore CA and CE . Same holds true for the reversible
shaft work wt

rev that changes with pressure ratio and for the heat of dilution lA. That means
a = a(x(t)), b = b(x(t)), c = c(x(t)) and d = d(x(t)).
However, if the working fluid reservoir is large enough compared to the vapor mass flow rate
(corresponding to long discharge times), the change in salt mass fraction is very small, and so
its contribution to the dynamic behavior, as will be shown later.
Equation 16 shows, that the initial temperature difference ∆Tdis0 increases or decreases expo-
nentially towards the value of g

f
in case that f > 0. The value g

f
can be interpreted as the ratio

of heat rate used or produced within the components to the heat transferred between the com-
ponents per K temperature difference when the system is in its rest position, where ∆Tdis

dt
= 0

and:

∆Tdis = ∆Tdis,R =
g

f
=

a · ṁ+ b

c · ṁ+ d
(17)
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4 g/s

3 g/s

2 g/s
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Figure 5. Driving temperature difference over time for different constant vapor mass flow rates
ṁconst (1, 2, 3, 4 and 5 g/s represented as dotted lines in different colors) and different start values
∆Tdis,0 (0, 2, 4, 6, 8 and 10 K represented as dotted lines with the same colors). The solid black
lines represent the rest position ∆Tdis,R corresponding to each ṁconst.

In figure 5, equation 16 is plotted for different mass flow rates and different starting conditions
of ∆Tdis, and with the parameters and start values reflected in table 1 which correspond to the
pilot plant at TU Berlin (see [6]) when neglecting thermal masses of periphery (CEP/AP = 0)
and the heat losses to the environment (Q̇loss,EC/AD = 0).
The rest positions ∆Tdis,R corresponding to different constant mass flow rates are plotted in
black lines. Their change in time (due to change in salt mass fraction) is rather small. E.g. for
the largest mass flow rate of 5g/s, which corresponds to the double nominal value, the change
in corresponding ∆Tdis,R is < 0.2K (< 2.5%) after 5 min. The dotted lines show the change in
driving temperature difference for different start values of ∆Tdis at different constant mass flow
rates. It can be seen that the rest position is always reached within 3 min, even for the double of
the nominal mass flow rate. The quasi-stationary solution ∆Tdis

dt
= 0 of the mathematical model

is only accurate for the specific start conditions but is always reached in some minutes for a
wide range of start conditions. In order to achieve useful operation conditions for the storage,
it is required that f > 0. If this is not the case, the driving temperature difference would rise
exponentially although the mass flow rate is constant and no rest position would be achieved.
The pressure potential would shrink continously and the process stop fast. Thus, it has to be:

Θ · wt
rev,exp · ηvol · ηi,EM · ṁ

CA

< kA · ( 1

CA

+
1

CE

) (18)

For the working fluid pair LiBr/water at the operating conditions investigated here: we can
estimate, that Θdis < 5 %/K (compare figure 4) and that wt

rev < 500 kJ/kg (compare figure 3)
and therefore

(Θdis · wt
rev,exp · ηvol · ηi,EM < 2.5 kJ/kg) < (cp,E > 4 kJ/kg).
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Table 1. constant model parameters

parameter value

heat transfer coefficient kA 1500 W/K
inner efficiency of EM ηEM,i 0.8

volumetric efficiency of EM ηvol,EM 0.8
quality of produced water vapor χ 1

storage temperature TAD 130◦C
mass of LiBr 30 kg
mass of water 60 kg

salt mass fraction at start x0 0.7
design mass flow rate ṁN 2.5 g/s

That means, f > 0 is fullfilled for all mass flow rates and even in absence of internal heat
transfer (kA = 0) and for a given mass flow rate, the quasi-stationary working point after eq.
17 is always reached in finite time.
But, if the heat transfer capability kA is too small, the driving temperature difference of rest
position, that corresponds to a given mass flow rate, might actually be too large and never
be reached before the entire available pressure potential is gone (and the storage is already
discharged). In this case the quasi-stationary solution is out of the physical boundaries of the
modeled system.
Therefore f should not only be positive but more specifically the parameters a and b should
be large in order to achieve sufficently small values of ∆TR for a given mass flow rate on the
one hand, and to lower the time constant and achieve small values of ∆t between two quasi-
stationary working points on the other hand.
That means, large heat exchanger area, large heat transfer coefficient, and a working fluid with
large heat capacity and small Θdis are not only favorable for a large thermal efficiency but also
for the quasi-stationary operation of the system. Obviously, larger mass flow rates will lower
the time constants aswell but have a negative effect on the thermal efficiency.

Linear rising or falling vapor mass flow

The solution for constant mass flow rate is useful for a basic understanding of the systems
behavior but does not reflect at all realistic operation conditions. In order to control storage
power output, the mass flow rate will have to be adjusted continuously. Therefore solutions of
the differential equation will be analyzed for mass flow rates rising or falling linearly. For a
vapor mass flow rising or falling linear with time

ṁ(t) = µ · t+ ṁ0 (19)

the variable coefficients are

f(t) = a · µ︸︷︷︸
α

·t+ a · ṁ0 + b︸ ︷︷ ︸
β

(20)

g(t) = c · µ︸︷︷︸
γ

·t+ c · ṁ0 + d︸ ︷︷ ︸
δ

(21)
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and the analytical solution is:

∆Tdis(t) = e−( 1
2
α·t2+β·t)

∆Tdis0 − (
δ

β︸︷︷︸
>0

− γ

β2︸︷︷︸
sign(µ)

)

+

 g(t)

f(t)︸︷︷︸
>0

− γ

f(t)2︸ ︷︷ ︸
sign(µ)

 (22)

In figure 6 equation 22 is plotted for different start conditions of driving temperature differ-
ence and mass flow rate and different change rates of the mass flow rate. It can be seen that
a negative change rate leads for any start value of the driving temperature difference ∆Tdis to
a positive difference of the asymptotic value of ∆Tdis compared to the corresponding rest po-
sition ∆Tdis,R, and a positive change rate leads to a negative deviation from its corresponding
rest position. The thermal part of the system is slow, it requires time to adapt to changing con-
ditions.
It can also be stated that the deviation from the rest position is larger, the larger the absolute
change rate of the mass flow rate. However, even for a quite fast change rate of 0.01 g/s2, which
corresponds to a time smaller than 5 min to reach the design mass flow rate of ṁD = 2.5 g/s
starting from 0 g/s, the deviation from the corresponding rest position is < 1K.
So, it can be concluded that the rest position (d∆Tdis

dt
= 0) can represent the storage operation

conditions (for a long discharge time and a response time that is large enough). Then, to a cer-
tain mass flow rate through the system, there is a corresponding driving temperature difference
for the heat exchange, and vice versa.
Knowing the solution field geometry presented in section the mechanical power retrieved from
the storage can be calculated in dependence of vapor mass flow rate and salt mass fraction. And
that is what is called the thermal operation map of the storage, here.

Operation maps

The mechanical power output of the system in its rest position (d∆Tdis

dt
= 0) is (for a size

independent representation it is divided by the heat exchanger area A):

P t
dis,R

A
=−

(
1 +

CA(x)

CE(x)

)
k ·∆Tdis,R +

(
χ∆hlv(1 +

CA(x)

CE(x)
) + lA(x)− cp,E∆Tdis,R

)
ṁ

A

+
Q̇loss,E

CA(x)
CE(x)

− Q̇loss,A

A
(23)

The thermal masses of evaporator and absorber are devided by the salt mass of the storage and
the influence of thermal mass of periphery is neglected for simplicity (for the equations with
thermal mass of periphery, see ). Than, the derived thermal map is valid for all storage sizes (in
terms of capacity).

CA/D(x)

CE/C(x)
=

cp,A ·mA/D(x)

cp,E/C ·mE/C(x)

=
cp,A
cp,E/C

1
x

xdischarged
− 1

(24)

Storage discharge time is calculated by integrating the differential equation connecting the salt
mass fraction and the mass flow rate (eq. 15). If the system is in its rest position the mass flow
rate only depends on demanded power and salt mass fraction, not on time, so that the variables
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Figure 6. Driving temperature difference over time for different vapor mass flow rates ṁ(t) =
µ · t + ṁ0 (µ = −0.01;−0.005; 0; 0.005; 0.01 g/s2 and ṁ0 = 0; 5 g/s represented as dotted lines in
different colors) and different start values ∆Tdis,0 (0, 2, 4, 6, 8 and 10 K represented as dotted lines
with the same colors for each ṁ(t)). The solid black lines represent the rest position ∆Tdis,R(t)
corresponding to each ṁ(t).

can be separated: ∫
dt = −msalt

∫
1

x2

1

ṁ(x)
dx (25)

For a discharge with constant mass flow the right side of the integral can be solved analytically,
so the time (multiplied by the HX area and per salt mass) for discharging to a salt mass fraction
of x is:

∆tdis
A

msalt

=
1
ṁc

A

·
(
1

x
− 1

xcharged

)
(26)

For a discharge with constant power output, the integral on the right side is solved numerically
using the tangential-trapezoidal rule with 401 lattice points. The required mass flow for the
given power output has to be calculated iteratively from the 2 dimensional system of nonlinear
equations 17 and 23. This was done in matlab by the fsolve function with a function tolerance
of 1 · 10−3.
Combining equations 23, 17 and 24 and using the proposed solutions for eq. 25 a map as shown
in figure 7 can be found for a certain storage temperature, here for TS = 130◦C. One color in
the rainbow corresponds to a certain salt mass fraction of the solution. The larger the mass flow
rate at a certain salt mass fraction, the larger is the mechanical power output (left abscissa).
Lines of constant thermal efficiency ηth are shown additionally. Thermal efficiency rises with
salt mass fraction and declines with mass flow rate.
On the right abscissa the time for a full discharge is shown per mass of salt and HX area. The
corresponding curves represent a discharging scenario with constant mass flow rate (bottom
ordinate) and with constant power output (top ordinate).
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Figure 7. Operation map of the discharging process for the parameters reflected in table 1.
Colored dotted lines show the power output (left abscissa) in dependance of the vapor mass flow
rate (bottom ordinate) for different salt mass fractions. Lines of constant thermal efficiencies
are dashed. The blue lines show the discharge time (right abscissa) for different constant vapor
mass flows (bottom ordinate), and the red lines show the discharge times for different constant
power outputs (top ordinate); full line for full discharge/dashed line for half discharge.

Discussion
Deduced storage characteristics
Assuming a good agreement of the quasi-stationary model with reality (experimental validation
is in progress), the mathematical analysis shows a very quick response time of the system to-
wards its new rest position when disturbed. Obviously, the storage can deliver a certain power
very quickly, due to the fact that the entire system is at a similar temperature level at any time.
This is an out-standing characteristic for a thermal storage system that stores electrical en-
ergy. Common Pumped Thermal Energy Storage systems are based e.g. on Brayton, Joule,
Clausius-Rankine or Air liquefaction cycles working at two distinguished temperature levels
during charging/discharging.
The thermal map shows further storage characteristics quite clearly:

• the thermal efficiency of the process is very sensitive to the vapor mass flow rate

• the lower the mass flow rate, the larger is the thermal efficiency - as usual, there is a
trade-off between power and energy density and efficiency

• for a constant power output, the mass flow rate has to rise along discharging, with the
consequence of declining thermal efficiency

• so, discharging with constant power is thermally more efficient - therefore, the discharge
time for constant power is always larger than that for constant mass flow

• for a constant power input, the mass flow rate has to decline along charging, with the
consequence of rising thermal efficiency
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Model validity

Critical model assumptions The model is hold as general as possible in order to make it
universal, so certain effects in a real application are not modeled at all. A critical assumption
in the model is the ideal mixing within the HX, especially for the AD. In the AD the liquid
solution has a changing density depending on the salt mass fraction. The liquid being more
dense (having a larger salt mass fraction) will tend to occupy the ground level of the AD or
associated liquid storage tanks. This would be the liquid that has not yet absorbed vapor during
discharging (flowing into the film absorber). The value of this modeling error depends on the
realization of the AD and its connection with the liquid storage tanks.
Another critical assumption is that of thermodynamic equilibrium. Effects of superheating or
subcooling in the liquid or gas phases will occur in a real application. However, the amount will
depend on the realization: the heat exchanger design, the working fluid pair and heat transfer
fluid used, and volume flows applied.

Constant model parameters The parameters reflected in table 1 are assumed to be constant.
In reality, the expansion machine efficiency will definitely change with changing pressure ratio
and changing rotational speed (speed control would be required for controlling the power out-
put). Again, the amount depends on the machine that is used. Looking at the equations, they
have a large influence on the power output/input but a small influence on the quasi-statitionary
∆T and ṁ].
Depending, on the working fluid pair and the significance of heat losses, the storage temper-
ature will change. However, as the heat of dilution is in the same order of magnitude as the
expansion machine work, and the heat losses are insignificant, temperature change will be small
and slow.
The other constants do, usually, not change in reality.

Summary/Conclusions

The derived method makes it possible to easily asses the interdependency of mass flow rate
and driving temperature difference, and therefore predict storage behaviour for arbitrary power
output and for arbitrary expansion machine types.
The mathematical analysis has shown that for a storage system, where absorber and evaporator
are directly coupled and where the model assumptions reflected in section are applicable, the
mechanical discharging process can reasonably be assumed to be quasi-stationary (meaning
that d∆Tdis

dt
= 0) if the change in mass flow rate is rather small. Then, the derived thermal

operation map is valid independently of starting conditions of the system and the thermal map
and the underlying equations can be used for general system analysis and optimization.
Some important storage characteristics were derived, most importantly, that the thermal storage
efficiency is very sensitive to the exchanged vapor mass flow rate. Thus, the larger the power
density of the storage system, the lower is the thermal efficiency.
Furthermore, the shown map and underlying equations can be used to:

• dimension the storage components (heat exchanger, expansion device, liquid storage
tanks)

• conduct economic analysis to find the optimal heat exchanger size for different energy
production szenarios (e.g. long or short-term reserves)

• develop a model based control strategy for the power output of the storage
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Appendix

Energy balances

The entire system is shown in figure 8 and the single components in figures 9, 10 and 11.

E
M

dU E

dt

dU A

dt

ṁ⋅hexp , i

ṁ⋅wt

Q̇

ṁ⋅(hexp ,i−w t
)

Q̇loss , EC

Q̇loss , AD

Evaporator

Absorber

Figure 8. mechanical discharging

dUE

dt

ṁ⋅hE ,o

Q̇E

Q̇loss , EC

Figure 9. evaporator balance

dU A

dt

ṁ⋅hA, i

Q̇loss , AD

Absorber

Q̇A

Figure 10. absorber balance

ṁ⋅hexp , i

ṁ⋅wt

ṁ⋅hexp , o

Q̇M

Q̇loss , EM

E
M

ṁleak

Figure 11. expansion machine balance

Evaporator(E)

dUE

dt
= Q̇E − ṁ · hE,o(TE, χ)− Q̇loss,E (27)

with χ the vapor quality of the escaping mass flow.
The internal energy of the evaporator consists of the internal energy of the working fluid
within the component and the internal energy of the component itself and connected periphery
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dUE,P = CE,PdTE (pipes and walls etc.):

dUE

dt
=

dmE

dt
· hE(TE) +mE

dhE(TE)

dt
+ CE,P

dTE

dt
, (28)

with hE being the enthalpy of the liquid working fluid in the E.
Inserted into eq. 27 and with ṁ = −dmE

dt
and dhE = cpdTE , we find for the heat flow into the

component:

Q̇E = ṁ (hE,o(TE, χ)− hE(TE)) + (mE · cpE + CE,P )︸ ︷︷ ︸
CE(x)

dTE

dt
+ Q̇loss,E (29)

As the mass of working fluid in the E depends on the salt mass fraction in the A, the thermal
mass CE is a function of x.
With the definition of the vapor quality χ the output enthalpy in eq. 29 can be replaced by:

hE,o(TE, χ) = χ · h′′(TE) + (1− χ) · h′(TE), (30)

and as hE = h′(TE) we find:

Q̇E = ṁ · χ∆hlv + CE(x)
dTE

dt
+ Q̇loss,E (31)

Absorber

dUA

dt
= ṁ · hA,i − Q̇A − Q̇loss,A (32)

The internal energy of the A is composed analogously to that of the E with the only difference
that the working fluid is the liquid sorbate.

dUA

dt
=

dmA

dt
· hA(TA, x) +mA

dhA(TA, x)

dt
+ CA,P

dTA

dt
(33)

hA is the enthalpy of the liquid sorbate.
Inserted into eq. 32 and with ṁ = dmA

dt
, we find for the heat flow out of the A:

Q̇A = ṁ (hA,i − hA(TA, x))−mA
dhA(TA, x)

dt
− CAP

dTA

dt
− Q̇loss,A (34)

The working fluid in the E has a lower temperature than the working fluid in the A. Between
those two temperatures the heat capacity can be set constant, so that:

hE(TA)− hE(TE) = cpE(TA − TE) (35)

together with the definition of the solution enthalpy:

l(TA, x) := h′(TA)︸ ︷︷ ︸
sat. enthalpy of liquid water

− heq
A (x, TA)︸ ︷︷ ︸

equ. enthalpy of solution

+x
∂heq

A (x, TA)

∂x︸ ︷︷ ︸
excess enthalpy

, (36)
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and with h′(TA) = hE(TA), the enthalpy difference in the brackets behind the mass flow rate
in eq. 34 can be written as:

hA,i − hA(TA, x)

= hA,i − hE(TE) + hE(TE)− hA(TA, x) (37)

= hA,i − hE(TE) + l(TA, x)− x
∂hA(TA, x)

∂x
− cpE(TA − TE) (38)

Using the differential for the enthalpy of the absorbate:

dhA(TA, x)

dt
=

∂hA(x, TA)

∂x

dx

dt
+

∂hA(x, TA)

∂TA

dTA

dt
(39)

=
∂hA)(x, TA))

∂x

dx

dt
+ cpA)

(x)
dTA)

dt
(40)

eq. 34 can be written as:

Q̇A = ṁ

(
hA,i − hE(TE) + l(TA, x)− x

∂hA(TA, x)

∂x
− cpE(TA − TE)

)
−mA

(
∂hA(x, TA)

∂x

dx

dt
+ cpA(x)

dTA

dt

)
− CAP

dTA

dt
− Q̇loss,A (41)

whereas the terms with the partial differentials of the solution enthalpy can be canceled out
because (see also eq. 15):

mA · dx = −x · dmA = −x · ṁ · dt. (42)

It follows:

Q̇A =ṁ (hA,i − hE(TE) + l(x, TA)− cpE∆Tdis)

− (mA · cpA(x) + CAP )︸ ︷︷ ︸
CA(x)

dTA

dt
− Q̇loss,A (43)

with ∆Tdis := TA − TE .

Expansion Machine

dUEM

dt
= ṁ(hExp,i − wt − hExp,o) (44)

Adiabatic expansion is assumed, so that δQ̇M = 0 and Q̇loss,EM = 0 . The expansion device is
small compared to the large heat exchangers with working fluid and storage reservoir. For that
reason and simplicity, changes of the internal energy within the expansion device are neglected.
Note, that wt is not the measured mechanical work wt

mech here, but:

wt
dis =

wt
mech

ηmech

= wt
rev,exp · ηi,EM · ηth (45)

(46)

For the enthalpy at the outlet we find:

hExp,o = hExp,i − wt − Q̇loss,EM

ṁ
(47)

with δqM := Q̇M

ṁ
.
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Efficiencies ηi,EM is the inner efficiency of the expansion machine and ηvol,EM is the volu-
metric efficiency respectively, defined as the ratio of mass flow excluding the inner machine
leakages to the mass flow including them (compare figure 11:

ηvol,EM =
ṁ

ṁ+ ṁleak

(48)

The inner machine efficiency is defined as the ratio of real shaft work wt to isentropic enthalpy
difference along the machine ∆hisen:

ηi,EM =
wt

dis

∆hisen,dis

(49)

(50)

Combined energy balance of absorber and expansion machine
The expanded vapor directly flows into the absorber, such that

hExp,o = hA,i.

Combining eq. 47 and 43, we find:

Q̇A =ṁ
(
hExp,i − hE(TE) + l(x, TA)− cpE∆Tdis − wt

)
− CA(x)

dTA

dt
+ δQ̇M − Q̇loss,A − Q̇loss,EM (51)

The vapor from the evaporator directly enters the expansion machine, such that

hExp,i = hE,o(TE, χ).

Eq. 51 can be written as follows:

Q̇A =− P t + ṁ ·
(
χ∆hlv + lA(x, TA)− cpE∆Tdis

)
− CA(x)

dTA

dt
+ δQ̇M − Q̇loss,A − Q̇loss,EM (52)

Deduction of the guiding differential equations
In case of a directly coupled system, we find:

Q̇A = Q̇E = Q̇dis (53)

Using the heat transfer characteristic of the system:

Q̇dis = k · A ·∆Tdis (54)

We find for the A balance (eq. 52):

dTA

dt
= − k · A

CA(x)
∆Tdis +

χ∆hlv(TE) + lA(x, TA)− cp,E∆Tdis

CA(x)
ṁ− P t

CA(x)
− Q̇loss,A

CA(x)
(55)

and from the E balances (eq. 31:

dTE

dt
=

k · A
CE(x)

∆Tdis −
χ∆hlv(TE)

CE(x)
ṁ− Q̇loss,E

CE(x)
(56)

The guiding differential equation for ∆Tdis can be found by subtracting eq. 56 from 55 and
replacing the power output:

P t = ṁ · ηvol · wt
rev(x(t), TA) · ηi,EM · ηth (57)
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Normalization of Thermal masses with salt mass

CA(x)

msalt

=
CA,P

msalt

+ cp,A
1

x
(58)

CE(x)

msalt

=
CE,P

msalt

+ cp,E

 1

xdischarged

− 1

xcharged︸ ︷︷ ︸
mwater
msalt

+1− 1

x

 (59)

The ratio of thermal masses of the periphery to the entire salt mass CA/E,P

msalt
should get smaller the

larger the storage is. However, it will be neglected here - so, we assume a rather large system
with a small surface to volume ratio. For very small plants this should not be neglected.
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Abstract  

Organic Rankine Cycle (ORC) Systems are a commonly used technology for recovering the 

low temperature waste heat in energy intensive industries. ORCs are generally designed for 

one operating point, which is often the maximum available thermal power of the upstream 

industry process. However, these processes tend to fluctuate in mass flow rate, temperature or 

even both. Therefore, the design of the ORC based on the maximum power of the waste heat 

leads not necessarily to the optimum concerning the energy yield. In the present paper, an 

experimental ORC test rig running at different operating points is evaluated under 

thermodynamic criteria. These analyses are focused on the performance of the main ORC 

components in design and off-design conditions. Special emphasis is put on the effect of the 

decreasing turbine inlet pressure in part load due to a fixed swallowing capacity of the deployed 

Quasi-Impulse Cantilever turbine. An outlook how to cope with the reduced ORC performance 

in part load under technical aspects is given.  

Keywords: Organic Rankine Cycle, Thermodynamic Evaluation, Waste Heat Recovery, 

Cantilever Turbine 

 

Introduction/Background 

For recovering the waste heat of industrial processes, often Organic Rankine Cycles are the 

means of choice due to the possibility of exploiting low and medium temperature heat sources. 

Generally, all components of the ORC are designed for one operating point of the upstream 

process and only little attention [1,2] is payed on the off-design performance of the ORC. 

However, this design approach may not lead to the maximum energy yield. Depending on the 

process, the mass flow rate, the temperatures or even both can fluctuate significantly [3, 4]. For 

these volatile waste heat profiles, the total energy yield of the ORC plant may not be achieved 

by designing for the maximum power, due to the off-design performance of the different 

components of the WHR plant. Thus, to enable a more advanced design approach for the cycle, 

the characteristic off-design behavior of the various ORC components should be taken into 

account. In this context, the authors perform a thermodynamic evaluation of an experimental 

ORC plant located at the Center of Energy Technology at the University of Bayreuth. 

Already other authors performed thermodynamic evaluations of experimental ORC test rigs 

with various heat sources [5–11], some of them even in off-design operation. Bianchi et al. [5] 

for instance performed a thermodynamic analysis of a ORC test rig with the working fluid 

R134a and a special radial piston expander (up to 1.15 kW) as expansion machine. They used 

an electrical boiler as heat source, which created a maximal inlet temperature of 90 °C for the 

heat transfer fluid (water). The paper shows off-design characteristics of every important 

component (pump, evaporator, expander & turbine) of the cycle. The research team observed 

395



a maximum expander efficiency of approx. 43%, whereas the maximum value for the gross 

and net cycle efficiencies achieved 4.5 and 2.2%, respectively. Carraro et al. [6] experimentally 

investigated a biomass-fired micro-ORC system with an scroll expander (up to 2.53 kW) and 

R245fa as working fluid. By means of the biomass-firing, thermal oil in the intermediate cycle 

was heated to a temperature of max. 155 °C. The authors showed the influence of a variation 

of the heat source (thermal oil) temperature and mass flow rate as well as a variation of the 

mass flow rate of cooling water on the cycles’ performance. A maximum electric efficiency of 

the cycle of 7.3% was observed. With 150 °C as thermal oil temperature, the researchers 

achieved an expander efficiency of 57%. Unamba et al. [10] analyzed a ORC test bench with 

an electric oil heater as heat supply, an scroll expander (1 kWel) as expansion machine and 

R245fa as working fluid. Oil temperatures in the range of 120-140 °C and working fluid mass 

flow rates between 0.0088 kg/s and 0.0337 kg/s were investigated. An exergetic analysis for 

the components of the cycles was performed, showing that the highest exergy destruction 

occurs in the evaporator, the second highest in the expander. A thermal efficiency of maximum 

6% was achieved for the described test bench. Wang et al. [11] performed experimental 

investigations on a small-scale ORC test bench with scroll expander (3 kWel) and the working 

fluid R123. Using a natural gas burner, exhaust gas was generated, which was afterwards mixed 

with air and served the direct evaporator as heat source. For 15 steady-state operation points, 

they performed an analysis of the thermodynamic inlet and outlet conditions of the cycle’s 

main components. The research group payed special attention to the data fluctuation. They 

detected the largest fluctuation amplitude at the pump outlet, due to the applied diaphragm 

pump. 

All the aforementioned publications have a closer look at the thermodynamic behavior of 

experimental test rigs, which use a volumetric expander (often a scroll expander) as expansion 

machine. The investigated heat source temperatures are rather low, which also favors the 

application of volumetric expanders. There are only few publications in literature, which show 

the thermodynamic behavior of the entire WHR plant with a “high-temperature” ORC fluid. 

Mascuch et al. [12] show operational data of a biomass-fired ORC module applying direct 

evaporator and the working fluid hexamethyldisiloxane (MM). Their in-house developed 

rotary vane expander generates a maximum power of 2 kWel. The publication rather focuses 

on experiences of field operation. Uusitalo et al. [13] perform an analysis on a small-scale ORC 

test bench, which uses the exhaust gases from a Diesel engine as heat source. Their 

investigations are focused on the operational behavior of the applied supersonic radial turbine, 

which is mounted on one shaft with the main pump. A maximum electrical power output of 

6 kW was measured.  

From the authors’ point of view, there is a lack of experimental results concerning the (off-

design) energy balance of ORCs with a high-temperature fluid and a turbine as expansion 

machine. In this paper, a thermodynamic evaluation of design and off-design characteristics of 

all main components of the ORC, namely pump, evaporator (combination of preheater, 

evaporator and superheater), turbine and condenser is presented. By varying the working fluid 

amount in the plant, different condensing pressures were implemented. Combining this 

approach with a variation of working fluid mass flow rate (50-100%) enabled the 

thermodynamic evaluation of the ORC plant in a wide range of pressure ratios. 

The test rig at the University of Bayreuth (see Figure 1) is designed to exploit the waste heat 

in the exhaust gas of an upstream industry process, simulated by a propane gas burner. It uses 

the high-temperature working fluid hexamethyldisiloxane (MM) at a design pressure level of 

6 bar (𝑇𝑡𝑢𝑟𝑏𝑖𝑛𝑒,𝑖𝑛 = 176 °C) to generate an electrical power output of approx. 12 kW by means 

of a Quasi-Impulse Cantilever turbine (see [14]). For heat rejection, an intermediate 

water/glycol circuit with an air-cooler located outside the building is used. The thermal power 

fed into the ORC can be varied. Hence, the ORC can be operated with mass flow rates lower 
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than design (down to 50%). Since a turbine is used as expansion machine, reduced mass flow 

rate leads to reduced turbine inlet pressure (i.e. evaporation pressure). Thus, the influence of a 

decreasing upper cycle pressure in part load on the cycles’ overall performance is studied and 

the operational behavior of the various components is analyzed.  

 

 

Figure 1: Photograph (left) and R&I scheme (right) of the experimental ORC plant at the 

University of Bayreuth  

In Table 1, an overview of the main components of the experimental test rig is given. Since it 

was designed for waste heat profiles occurring in industry, a propane gas burner is used to 

simulate the waste heat of the upstream process. For pumping the low-pressure fluid at the 

required pressure level, two pumps are applied. The piston diaphragm pump was reused from 

a former plant. To fit the boundary conditions of the current plant, an additional centrifugal 

pump as booster pump is required to avoid cavitation. For preheating, evaporating and 

overheating, a Plate & Shell heat exchanger from the manufacturer GESMEX is used. For the 

sake of simplicity, in the following, this heat exchanger is referred to as “evaporator”. As 

expansion machine, a Quasi-Impulse Cantilever turbine is used, which was already presented 

in previous publications [14,15]. The plate heat exchanger serving as condenser was provided 

by ALPHA LAVAL. An air cooler outside the building is used to cool the intermediate 

water/glycol cycle, which serves as cold supply for the condenser.  

 

Table 1: Main components of the ORC test rig 

Component Type 

Heat supply Propane gas burner 

Pumps Centrifugal & piston diaphragm pump 

“Evaporator” Plate & Shell type heat exchanger 

Expander Quasi-Impulse Cantilever turbine 

Condenser Plate heat exchanger 

Cold supply Air cooler 

 

Already in previous publications [14–17], data generated with test rig was published by the 

authors, focusing on characterizing different turbine types. To enable solving the energy 
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balance for the whole system, the research plant was equipped with additional measurement 

sensors. For all sensors, it was ensured that the measurement range fits to the measurement task 

to minimize the measurement error as far as possible. In the following, the equations used for 

calculating the efficiencies of the main components are listed. For calculating the 

thermodynamic properties of the workings fluid as well as those of the exhaust gas, the 

REFPROP Data Base, Version 9.1 [18] is used.  

 

The pump efficiency is calculated as the ratio of hydraulic power added to the working fluid 

and the electrical power consumption of the two pumps.  

 

𝜂𝑝𝑢𝑚𝑝 =
�̇�𝑂𝑅𝐶∙∆𝑝𝑝𝑢𝑚𝑝

𝑃𝑒𝑙,𝑝𝑢𝑚𝑝
∙ 100%    (1) 

Where �̇�𝑂𝑅𝐶 is the volumetric flow rate of the liquid working fluid (MM), ∆𝑝𝑝𝑢𝑚𝑝 the pressure 

difference over the two pumps and 𝑃𝑒𝑙,𝑝𝑢𝑚𝑝 the electrical power, consumed by the two pumps. 

The evaporator efficiency is defined as the ratio of the enthalpy flux absorbed from the high-

pressure working fluid and the enthalpy flux delivered by the exhaust gas. For calculating the 

enthalpy fluxes of the exhaust gas, the composition (H2O and CO2) was measured by means of 

an FTIR analyzer. The contents of the remaining components were calculated based on CO2 

content and the corresponding chemical reactions.  

 

𝜂𝑒𝑣𝑎𝑝𝑜𝑟𝑎𝑡𝑜𝑟 =
�̇�𝑂𝑅𝐶,𝐸𝑉,𝑜𝑢𝑡−�̇�𝑂𝑅𝐶,𝐸𝑉,𝑖𝑛

�̇�𝐸𝐺,𝑖𝑛−�̇�𝐸𝐺,𝑜𝑢𝑡
∙ 100%   (2) 

 

With �̇�𝑂𝑅𝐶,𝐸𝑉,𝑖𝑛 & �̇�𝑂𝑅𝐶,𝐸𝑉,𝑜𝑢𝑡 being the inlet and outlet enthalpy fluxes of the high-pressure 

working fluid at the evaporator (EV) and �̇�𝐸𝐺,𝑖𝑛 & �̇�𝐸𝐺,𝑜𝑢𝑡 representing the exhaust gas 

enthalpy fluxes.  

For evaluating the turbine, the total-to-static isentropic efficiency is used. To avoid the 

determination of a too optimistic efficiency, the turbine outlet temperature is not used to 

calculate the turbine efficiency. Instead, based on a known efficiency behavior of the 

electronics (generator & power electronics), the turbine shaft power can be calculated based on 

the electrical power output. This approach was already used in previous publications of the 

authors [14–17]. 

 

𝜂𝑡𝑢𝑟𝑏𝑖𝑛𝑒 =

𝑃𝑒𝑙,𝑡𝑢𝑟𝑏𝑖𝑛𝑒
𝜂𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑛𝑖𝑐𝑠

�̇�𝑂𝑅𝐶∙∆ℎ𝑖𝑠,𝑡𝑢𝑟𝑏𝑖𝑛𝑒
∙ 100%   (3) 

 

𝑃𝑒𝑙,𝑡𝑢𝑟𝑏𝑖𝑛𝑒 is the electrical power at the outlet of the feed-in unit, 𝜂𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑛𝑖𝑐𝑠 the aforementioned 

efficiency of generator and power electronics, �̇�𝑂𝑅𝐶 the mass flow rate of the working fluid 

and ∆ℎ𝑖𝑠,𝑡𝑢𝑟𝑏𝑖𝑛𝑒 the isentropic enthalpy drop over the turbine.  

The efficiency of the condenser was calculated as the heat flux added to the cooling water (CW) 

in relation to the enthalpy flux difference, produced by condensing the low-pressure working 

fluid in the condenser (CD).  

 

𝜂𝑐𝑜𝑛𝑑𝑒𝑛𝑠𝑒𝑟 =
�̇�𝐶𝑊∙𝑐𝑝,𝐶𝑊∙∆𝑇𝐶𝑊

�̇�𝑂𝑅𝐶,𝐶𝐷,𝑖𝑛−�̇�𝑂𝑅𝐶,𝐶𝐷,𝑜𝑢𝑡
∙ 100%   (4) 

 

With �̇�𝐶𝑊 as the mass flow rate of cooling water, 𝑐𝑝,𝐶𝑊 as isobaric heat capacity of the cooling 

water and ∆𝑇𝐶𝑊 as temperature difference of the cooling water over the condenser. �̇�𝑂𝑅𝐶,𝐶𝐷,𝑖𝑛 
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and �̇�𝑂𝑅𝐶,𝐶𝐷,𝑜𝑢𝑡 represent the inlet and outlet enthalpy fluxes of the low-pressure working fluid 

at the condenser.  

Besides the evaluation of the design and off-design performance of every main component of 

the cycle, another objective of the present paper is to evaluate the energy conversion chain of 

the cycle (see Figure 2), beginning with the available exergy flux of the exhaust gas and ending 

with the electrical power output of the turbine (or feed-in unit respectively). In this context, the 

waste heat recovery efficiency is evaluated in design and off-design condition.  

 

 
Figure 2: Energy conversion chain of the ORC 

The first step of the energy conversion chain is described by the heat utilization rate 𝜂𝐻𝑈. It 

represents the ratio of utilized exhaust gas heat flux �̇�𝐸𝐺,𝑢𝑡 and the exergy flux �̇�𝐸𝐺 available 

from the exhaust gas (reference temperature 20 °C).  

 

𝜂𝐻𝑈 =
�̇�𝐸𝐺,𝑢𝑡

�̇�𝐸𝐺
∙ 100% =

�̇�𝐸𝐺,𝑖𝑛−�̇�𝐸𝐺,𝑜𝑢𝑡

�̇�𝐸𝐺
∙ 100%   (5) 

 

As in the denominator of Equation (2), �̇�𝐸𝐺,𝑖𝑛 and �̇�𝐸𝐺,𝑜𝑢𝑡 are the inlet and outlet enthalpy 

fluxes of the exhaust gas at the evaporator.  

The evaporator efficiency 𝜂𝑒𝑣𝑎𝑝𝑜𝑟𝑎𝑡𝑜𝑟 sets the heat flux supplied to the ORC in relation to the 

utilized exhaust gas heat flux. It is calculated in the same manner as in Equation (2). 

 

𝜂𝑒𝑣𝑎𝑝𝑜𝑟𝑎𝑡𝑜𝑟 =
�̇�𝑠𝑢𝑝

�̇�𝐸𝐺,𝑢𝑡
∙ 100% =

�̇�𝑂𝑅𝐶,𝐸𝑉,𝑜𝑢𝑡−�̇�𝑂𝑅𝐶,𝐸𝑉,𝑖𝑛

�̇�𝐸𝐺,𝑖𝑛−�̇�𝐸𝐺,𝑜𝑢𝑡
∙ 100% (6) 

 

To calculate the thermodynamic efficiency of the cycle 𝜂𝑐𝑦𝑐𝑙𝑒, the ratio of isentropic expansion 

work 𝑃𝐼𝐸 and supplied heat flux �̇�𝑠𝑢𝑝 is built.  

 

𝜂𝑐𝑦𝑐𝑙𝑒 =
𝑃𝐼𝐸

�̇�𝑠𝑢𝑝
∙ 100% =

�̇�𝑂𝑅𝐶∙∆ℎ𝑖𝑠,𝑡𝑢𝑟𝑏𝑖𝑛𝑒

�̇�𝑂𝑅𝐶,𝐸𝑉,𝑜𝑢𝑡−�̇�𝑂𝑅𝐶,𝐸𝑉,𝑖𝑛
∙ 100%  (6) 

 

Where 𝑃𝐼𝐸 is calculated from the mass flow rate of the working fluid �̇�𝑂𝑅𝐶 and the isentropic enthalpy 

drop over the turbine ∆ℎ𝑖𝑠,𝑡𝑢𝑟𝑏𝑖𝑛𝑒. 

The turbine efficiency describes the amount of thermodynamically available power that is 

converted into shaft power. Numerator and denominator equal those of Equation (3).  

 

𝜂𝑡𝑢𝑟𝑏𝑖𝑛𝑒 =
𝑃𝑠ℎ𝑎𝑓𝑡

𝑃𝐼𝐸
∙ 100%    (7) 

As already mentioned above, the efficiency of the electrical chain 𝜂𝐸𝐶 (EC, generator and feed-

in unit) is known from individual measurements. It describes the amount of shaft power 

available as electrical power after the last energy conversion step.  
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𝜂𝐸𝐶 =
𝑃𝑒𝑙,𝑡𝑢𝑟𝑏

𝑃𝑠ℎ𝑎𝑓𝑡
∙ 100%     (8) 

 

To evaluate the efficiency of the waste heat recovery process, the waste heat recovery 

efficiency is defined as follows: 

 

𝜂𝑊𝐻𝑅 =
𝑃𝑒𝑙,𝑡𝑢𝑟𝑏

�̇�𝐸𝐺
∙ 100%     (9) 

 

It describes the share of the available exhaust gas exergy eventually available as electrical 

power at the end of the energy conversion chain.  

 

Discussion and Results 

In previous publications, the authors already showed extensive experimental results concerning 

the off-design efficiency of the Quasi-Impulse Cantilever turbine [14,17]. However, the 

remaining components of the cycle were not yet analyzed in detail. In the present paper, besides 

more detailed turbine investigations, characteristic curves of the heat exchangers and the pumps 

are provided. 

In Figure 3, the efficiency characteristics of all main components of the ORC for a mass flow 

rate down to 50% of the design (0.320 kg/s) are shown. The data points derive from a 

measurement campaign with 7 measurement days in total, outliers were thereby ignored. By 

increasing the amount of fluid in the test rig, the condensing pressure was intentionally 

increased. Hence, a broad data basis, even for high condensing/turbine outlet pressures, 

occurring at higher ambient temperatures in the summer, was created. Per measurement day, a 

variation from 50 to 100% working fluid mass flow rate was performed. The variation of the 

working fluid mass flow rate also results in a slight variation of the condensing pressure, but 

the predominant effect stems from the MM filling quantity. For each mass flow rate, the 

rotational speed of maximum efficiency was searched for the turbine. Table 1 shows the 

considered operating points during the measurement campaign. From this table, the 

approximately linear correlation between mass flow rate and turbine inlet pressure becomes 

obvious.  

Table 1: Considered operation points during the measurement campaign 

�̇�𝑂𝑅𝐶

�̇�𝑂𝑅𝐶,𝐷𝑒𝑠𝑖𝑔𝑛
 

�̇�𝑂𝑅𝐶 �̇�𝐸𝐺,𝑢𝑡 𝑝𝑡𝑢𝑟𝑏𝑖𝑛𝑒,𝑖𝑛 

(%) (g/s) (kW) (bar) 

50 160 96 3.2 

60 192 114 3.8 

70 224 132 4.4 

80 256 150 5.0 

90 288 168 5.6 

100 320 186 6.2 
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In Figure 3 (a), the pump efficiency in dependency of the ORC mass flow rate is shown. As 

discussed above, the piston diaphragm main pump was reused from a former project, which 

leads to the necessity of an additional booster pump to meet the required boundary conditions 

without cavitation. The additional energy demand of the booster pump explains the rather low 

total pump efficiency of approx. 30% at design point. In general, the measurement data shows 

a good reproducibility and the shape of the curve matches the expectations.  

In Figure 3 (b), the evaporator efficiency is shown as function of the MM mass flow rate. 

Interestingly, the Plate & Shell heat exchanger shows a weak dependency on the cold sides’ 

mass flow rate. The highest efficiency of approx. 83% was reached at design mass flow rate.  
 

 
Figure 3: Pump (a), evaporator (b) and condenser (c) efficiency as function of working fluid 

mass flow rate, isentropic turbine efficiency (d) as function of pressure ratio 

The condenser efficiency in dependency of the working fluid mass flow rate is depicted in 

Figure 3 (c). To create this graph, firstly, a fit for the heat flux added to the cooling water was 

derived from the measurement data. Secondly, the fit for the cooling water heat flux was 

divided by a fit for the condensing of the low-pressure fluid. This enables the derivation of a 

quite clear trend, despite the rather low temperature differences in the cooling water, which 

result in a strong scattering of the heat added to the cooling water. Looking at the graph, a 

minimal condenser efficiency of approx. 92.5% can be observed at 105% mass flow rate.  

In Figure 3 (d), the total-to-static isentropic turbine efficiency is analyzed. In contrast to the 

other 3 graphs, it shows the turbine efficiency as function of the pressure ratio, not the mass 
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flow rate. From the performed experiments, it could clearly be deduced, that the isentropic 

turbine efficiency does not depend on the working fluid mass flow rate. The obtained isentropic 

efficiency as function of the total-to-static pressure ratio complements previously published 

data [14]. In contrast to the former publications, a much broader range of pressure ratios (down 

to approx 5.5, design 18.75) could be achieved in the measurements. The reproducibility of the 

turbine efficiency is remarkable. Even when targeting the same pressure ratio with different 

inlet pressures i.e. mass flow rates, the resulting turbine efficiency is almost identical. For a 

small highly-loaded turbine with a power output of about 12 kWel, the measured peak 

efficiency of approx. 74% is certainly satisfactory.  

In the following, the 5 steps of the energy conversion chain, as well as the waste heat recovery 

efficiency are, analyzed. The analysis has to be split in 2 different chapters. In the first chapter, 

those energy conversion steps mainly depending on the working fluid mass flow rate are 

discussed. In the second chapter, the influence of the pressure ratio on the remaining conversion 

steps is shown.  

Figure 4 depicts the heat utilization rate, the evaporator efficiency and the efficiency of the 

electrical chain in dependency of the mass flow rate percentage. The heat utilization rate 

improves slightly from 89% to 93% moving from 50% mass flow rate to 100%. The 

reproducibility is very good. As already discussed above, the evaporator efficiency shows only 

a weak dependency on the mass flow rate of the working fluid. The efficiency of the electrical 

chain is mainly affected by the electrical power output of the feed-in unit. Hence, it obviously 

increases with rising mass flow rates. In addition, the efficiency of the electrical chain highly 

depends on the pressure ratio of the turbine, because it also has a strong impact on the electrical 

power output. This is why a rather broad range of efficiencies of the electrical chain can be 

observed for the same mass flow rate. 

 

 
Figure 4: Heat utilization rate, evaporator efficiency and efficiency of the electrical chain as a 

function of the mass flow rate percentage 

In contrast to the efficiencies shown above, the cycle efficiency and the turbine efficiency 

mainly depend on the pressure ratio. The applied Cantilever turbine has a fixed geometry and 

therefore a theoretically constant swallowing capacity (for an ideal gas). This means that an 

increase in mass flow rate is associated with an increase in turbine inlet pressure and (for a 

constant condensing outlet pressure) also in pressure ratio. As already discussed, the same 

pressure ratio can be achieved by different combinations of mass flow rate and condensing 

pressure, resulting in the same turbine efficiency. As becomes obvious from Figure 5, also the 
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cycle efficiency is not affected by a variation in mass flow rate but just from the pressure ratio. 

A higher pressure ratio leads to a higher available isentropic enthalpy drop for the turbine.  

 

 
Figure 5: Heat utilization rate, evaporator efficiency, turbine efficiency, efficiency of the 

electrical chain, cycle efficiency and waste heat recovery efficiency as function of the pressure 

ratio 

Based on the shown analysis of the different partial efficiencies, it becomes obvious that the 

effects of the pressure ratio on the cycle and turbine efficiency (Figure 5) clearly outweigh the 

effects of dependencies on the mass flow rate in Figure 4. Moving from pressure ratio 22 to 6 

the waste heat recovery efficiency drops from approx. 7% to just about 2% (Figure 5). As a 

result, it can be stated, that the waste heat recovery efficiency of the analyzed ORC test rig 

mainly depends on the available pressure ratio. 

This result is of high significance for performance of ORCs in waste heat recovery applications 

with fluctuating heat sources. A decrease in waste heat power is associated with a lower ORC 

mass flow rate and, for turbines with a fixed swallowing capacity, therefore a drop in turbine 

inlet pressure. Consequently, the pressure ratio decreases and the waste heat recovery 

efficiency significantly deteriorates. In another publication [19], the authors already described 

possibilities to cope with the circumstance of fluctuating heat sources e.g. different storage 

technologies or buffering by means of an intermediate cycle. When designing a new WHR 

ORC plant, another possibility would be using the above shown characteristics in conjunction 

with the present heat source fluctuation of the upstream process and simulating the best 

compromise design point. However, the authors follow a different approach: 

A turbine, which managed to hold its inlet pressure constant by adapting the swallowing 

capacity smart to the available heat/working fluid mass flow rate, would be able to prevent or 

at least counteract this efficiency deterioration at off-design heat fluxes of the upstream 

process. The development of a turbine with adjustable swallowing capacity is subject of current 

and future research activities of the authors [19].  
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Summary/Conclusions  

By thorough experimental investigations, detailed off-design characteristics of heat exchangers, 

the feed pump as well as the turbine were provided. Especially the performance map for the 

turbine efficiency in a very broad range of pressure ratio may be a valuable contribution for the 

simulation community. From the presented experimental results, it became obvious that the off-

design performance of the components leads in part load to a significant decrease of the overall 

waste heat recovery efficiency of the plant. Particularly the changing upper process pressure, due 

to the turbine’s fixed swallowing capacity, has a strong influence on the off-design behavior of 

the cycle as well as its components. Thus, the authors are currently developing a turbine with 

adjustable swallowing capacity. In consequence, the upper pressure of the cycle will be kept 

constant and thereby the off-design behavior of cycle will be significantly improved.  
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Abstract  

Increasing studies about climate change and CO2 emissions levels, as well as internationa l 

agreements, are leading toward a decarbonization of the overall energy system. Heating and 
cooling for civil and residential application covers 55% of EU primary energy demand. On this 

frame the solar coupled technologies offer interesting perspectives in terms of primary energy 
savings and emissions reduction. The SunHorizon project (H2020 Project GA818329) aims to 
analyse the performance of building-integrated solar and HPs solutions. Within this project a 

parametric study showing the performance of a sun-coupled system that integrates solar 
technology and innovative thermally driven heat pump was carried out. The simulations, 

performed by commercial software IESVE and TRNSYS, show promising results by achieving 
a remarkable range of primary energy savings (from 18% to 57%) and greenhouse gas emission 
reduction (from 24% to 57%). 

Keywords: Solar, Adsorption, Heat pump, Efficiency. 

Introduction 

Heating and cooling (H&C) for civil and residential application covers 55% of EU primary 
energy demand [1]. Despite several projects and ambitious strategic plans were adopted with 
the aim to increase the renewable energy production, H&C demand is still mostly met by fossil 

fuels, with natural gas having the main share. Conversely, there is a growing tendency that 
aims at the electrification of the building heating and cooling systems. Indeed, other options 

are in principle available, such as solar thermal, biomass, biogas, synthetic natural gas, and a 
combination of them, that might be an effective solution to reach a 100% renewable system by 
2050 [2]. It has to be considered that, while electrification has the potential to supply all heating 

demand, other low-carbon options may serve only some of the overall building demand [3]. 
The development of efficient technologies is a priority for the actual energy policy; moreover, 

substantial research efforts are devoted to study complex systems in which new and efficient 
technologies based on renewable sources can interact with the great support of artific ia l 
intelligence and predictive models [4]. Solar thermal energy plays a key role in the renewable 

energy production that can be fully exploited through direct utilisation of heat produced or by 
coupling solar technologies with H&C systems [5]. Within thermally driven solar cooling 
technologies, sorption and hybrid systems show promising result in terms of efficiency, 

adaptability, and exploitation of solar thermal energy sources [6]. 
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The SunHorizon project (H2020 Project GA818329) aims to analyse and test in real life 
application the performance of building- integrated solar and HPs solutions in terms of total 

primary energy (PE) savings, increase of Renewable Energy Ratio (RER), cost reduction 
(optimized size, installation cost reduction etc.) and reliability (lifetime and reduced 

maintenance). 

In this framework, a dynamic parametric analysis was carried out by considering the 
application of a sun-coupled system on an existing building. Four novel technologies analysed 

in the SunHorizon project were integrated in the model: the BH20 thermal compressor heat 
pump from the company BOOSTHEAT (BH), the Hybrid adsorption/compression chiller from 

FAHRENHEIT (FAHR), the high-vacuum flat thermal panels from TVP SOLAR (TVP) and 
the high stratification thermal energy storage from RATIOTHERM (RT). The combination of 
these technologies constitutes technology package 5 (TP5), which one out of the 5 technology 

combinations that are applied in the project. A first set of simulation of SunHorizon systems 
(Technology package 3) has been performed  

Materials and method 

The simulation of the whole system is performed through two different dynamic softwares: 
IESVE (Integrated Environmental Solutions) for the building simulation and TRNSYS for 

heating and cooling system. Since no co-simulation between the two software is possible yet, 
an independent simulation protocol is used. First, the IESVE simulation is run in order to obtain 

the heating and cooling loads from the building model, then its results are used as input for the 
heating and cooling plant simulated in TRNSYS. In order to evaluate the main achievements 
obtained by the new system in terms of Primary Energy saving (PES) and Greenhouse Gas 

saving (GHG) two different systems were simulated: the baseline one, equipped with existing 
heating and cooling technologies and, the SunHorizon system, equipped with a novel solution 

that foresees the integration of solar technologies with innovative heat pumps and chille rs.  
Furthermore, a parametric analysis was carried out on the SunHorizon system, in order to 
assess the optimal solar field size. 

The simulated technology system has been applied to a SunHorizon demonstrator. The chosen 
building is a SunHorizon demo-site, it is located in Sant Cugat del Vallès (SPAIN) and it 

consists of tertiary building (owned by the Municipality) with different spaces for cultura l 
activities (Figure 1). The building is composed by two parts, built in two stages:  

1. the first one was built in October 1996 

2. the second one was built in February 2006 and represents the demo building in which 
the SunHorizon solution is applied (Figure 2). 
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Figure 1: Aerial view of the demo-site 

 

Figure 2: planimetry of the simulated building 

The building 3D geometry was created using the ModelIT module in VirtualEnvironment (IES) 
starting from 2D sketches. The building structures have the following properties: 
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Table 1: properties of the construction structures 

Construction type Area m2 U-Value (W/m2K) G-Value 

External wall 412.57 0.25  

Roof 96.85 0.33  

Exposed floor 853.85 0.22  

Door 26.34 2.17  

Internal ceiling/Floor 378.73 3.4  

Internal partition 497.77 1.08  

External window 284.62 1.9 0.41 

The simulated portion of the building is indicated with red line in Figure 2, the total floor area 
is 806 m2, the evaluated total net volume for space conditioning is 3400 m3. The simulat ions 
were run considering the following conditioning seasonal schedules: 

• Heating: from 1st January to 1st April and from 1st November to 31st December 

• Cooling: from 1st June to 1st October 

Three different climate conditions were considered to better evaluate the performances of the 
innovative system (Figure 3): Barcelona (Csa climate, according Köppen-Geiger 

classification), Madrid (Csa-Bsk climate), Nurnberg (Cfb climate). Standard Meteonorm 
weather files were implemented in both simulations. The mentioned locations will host demo-

sites for other applications in SunHorizon project, so a weather monitoring station has been 
installed on demo buildings as part of the project, results of the present simulations will be 
compared with data retrieved from the demo sites. Since Barcelona is the closest location to 

Sant Cugat, it is considered as the reference climate for nominal sizing of existing heating and 
cooling equipment. 
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Figure 3: temperature and solar radiation trend for the three selected locations. (a) Barcelona, (b) Madrid, (c) Nurnberg 

 

IESVE building envelope simulation 

The dynamic simulation of the building has been performed through IESVE software, it allows 

an accurate geometric reproduction of the envelope and will be used in the next steps of 
SunHorizon project for demand and supply prediction and optimizing the control [7] . The ideal 

load profiles were calculated by considering an ideal heating and cooling system with unlimited 
capacity. The selected set-points are 21 ˚C for space heating and 25°C for cooling. These are 
valid for all the conditioned spaces. DHW use has not been considered for the evaluation of 

heating and cooling loads. Humidity control has been set between 45% and 55%. The obtained 
thermal loads profiles were used as inputs for TRNSYS simulation. 
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Figure 4: sensible and latent thermal load for the three selected locations - (a) Barcelona, (b) Madrid, (c) Nurnberg 

 

TRNSYS model implementation 

Once the heating and cooling loads have been calculated by IESVE, the air conditioning 

systems were simulated by TRNSYS (Transient System Simulation Tool). First, a reference 
system was simulated to obtain the primary energy consumption baseline : this was carried out 

by simulating the existing technology systems installed in the Sant Cugat building. An air to 
water heat pump (AWHP) supplies heating and cooling to an air handling unit that has two 
coils: the first one is hydronic and controls the temperature, and the second one is electric and 

manages the relative humidity. The AWHP is characterized by the following nomina l 
capacities: heating 96.3kW, cooling 93.6kW. Since these values are referred to Sant Cugat 

location (and Barcelona weather file), they were scaled to adapt the system to the different 
locations (Madrid and Nurnberg).  

Two different models were created to avoid computational burdening: one for cooling 

operation and one for heating. TRNSYS model (Figure 5) is divided into three sections: the 
ventilation loop (green continuous line), the hydronic loop (blue continuous line) and controls. 

The IESVE sensible and latent loads were provided as input in Type 9 (data reader of txt files) 
and delivered to Type 690 that converts them to temperatures and humidity. Furthermore, the 
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ventilation air coming from ventilation loop is set as input for type 690. With this method the 
entire building is conditioned and considered as a single thermal zone. 

 

Figure 5: Overall view of the baseline system TRNSYS model 

The ventilation loop includes the air handling unit (AHU), the building and the fan controls. 
AHU model was built by implementing each individual component. Two different TRNSYS 
types for heating and cooling coils were implemented since each one has only one operating 

function (heating or cooling). The ratio between exhaust air and fresh air on the controlled 
dump was set on fixed values: 60% for fresh air and 40% for recirculating air. The ventila t ion 

loop is composed by the following types: 

• Type 760: economiser heat exchanger 

• Type648: mixing section  

• Type 508a: cooling coil (only summer operation)  

• Type 753d: heating coil (only winter operation)  

• Type 930: post heating electrical coil 

• Type 662: intake/recovery fan  

• Type 148a: Controlled dump  

The hydronic loop includes the AWHP, the AHU coils, the circulating pump and the HP/pump 
controllers. The existing heat pump modelling is described in the dedicated paragraph, it 

provides both heating and cooling. The hydronic loop components are:  

• Type 508a: cooling coil (only summer operation)  

• Type 753d: heating coil (only winter operation)  

• Type 654: circulating pump 

• Calculator that models AWHP 
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The control strategy is summarized in Table 2 

Table 2: control strategy for the baseline TRNSYS model 

Component Signal logic 

Time schedule 
All the system is operated between 06:00 a.m. and 10:00 p.m every 

day 

AWHP 

The heat pump has 4 power levels as retrieved from the datasheet: 

0%-37%-63%-100%. A PID controller attempts to maintain the outlet 

water set-point: 40°C for heating and 7°C for cooling. The signal 

generated from PID controller can assume values between 0 and 1, it 

is converted on a discrete signal to obtain the fixed power levels. 

AHU control dump 40% fixed recirculation air ratio 

AHU fan (type 662) 

The fan is controlled by an on/off logic through a simple thermostat 

that monitors the indoor air temperature and has the following 

settings: 21°C for heating mode and 25°C for cooling mode. 

The SunHorizon system under this study (TP5) replaces the heat pump included in the 

reference one. TP5 is composed by the TVP high vacuum solar panel field, the RT high 
stratification storage tank, the FAHR hybrid adsorption-compression chiller and the BH 

thermal compression heat pump. The main concept of the proposed system is to maximize the 
exploitation of the solar source during heating and cooling system, furthermore, the innovative 
FAHR hybrid chiller will produce cooling in summer (Figure 6) and the BH thermal 

compression heat pump will integrate heating during winter (Figure 7). The electrical post-
heating coil in AHU is replaced by a hydronic one. 

The FAHR hybrid chiller is composed by two units connected in parallel: a thermally driven 
adsorption chiller and a vapour compression one. The sorption chiller exploits the heat source 
and produces chilled water (LT) by using water (R718) as refrigerant, the electrical energy 

consumption is due only to the auxiliary pumps since the process is operated without electrica l 
compressor. This module contains an adsorber and an evaporator equipped with the refrigerant 

(R718) on its surface. The evaporation heat is supplied from process water coming from AHU. 
Due to the adsorption process, the refrigerant vapour flows in the direction of the adsorber. The 
surface of the adsorber is coated with SAPO 34 that operates as adsorbent material. The 

refrigerant vapour accumulates on this adsorbent, whereby the heat is released exothermica l ly. 
This is dissipated to the environment by a “re-cooling” water flow (MT) that heats up and is 

cooled by a dry-cooler external unit. If the adsorbent is saturated with refrigerant vapour, the 
water molecules must be expelled from the adsorbent allowing the adsorption process starting 
again. The internal controller switches over the circuits of the integrated hydraulic group so 

that the hot water of the driving circuit (HT) flows through the adsorber and thus becomes the 
desorber. At the same time, the evaporator becomes a condenser, as water from the re-cooling 

circuit flows through it. 

The BH thermal compression heat pump is composed by a novel CO2 – gas fired heat pump. 
This system implements the natural gas to activate a thermal compression cycle at high 

temperatures without mechanical power transmission rather than directly power the heaters. 
Unlike a volume compressor where power is transmitted by mechanical, this thermal 

compressor does not have a working piston but a displacer piston. The innovative thermal 
compressor is composed by a displacer piston and exploits the heat supplied by the gas burner 
for the direct CO2 compression working at pressure levels that range between 40 and 100 bars 
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Figure 6: layout of the SunHorizon system in cooling mode 

 

Figure 7: layout of the SUNHORIZON system in heating mode 

The TVP solar field produces hot water with a set point of 95°C in summer and 50°C in winter. 
An internal control of TRNSYS solar panel type539 attempts to keep the collector outlet as 

close to the user-specified temperature as possible by varying the flowrate if the collector is 
gaining energy; while the collector is shut off (flowrate = 0) if it is losing energy. The higher 

temperature set-point during summer operation is due to the hot water demanded by FAHR 
adsorption module, which requires a temperature range between 70°C and 95°C for HT circuit.  
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During winter, the temperature is maintained to the temperature set point required by AHU. If 
the outlet temperature rises up to the set-point, a safety dry-cooler will operate (unit n.2 in 

Figure 6) to avoid super-heating and stagnation. 

The hot water produced by solar field is stored in the RT high stratification storage tank 

equipped with a novel internal stratification device that allows to increase the vertical 
temperature gradient inside the tank. The HT adsorption input is derived from the upper part 
of the buffer tank; the post heating is derived from a lower port. A control stops the adsorption 

chiller if the temperature outlet from the chiller is less than 5°C. The water to water vapour 
compression chiller produces chilled water at a lower thermal level than the sorption one, a 

control modulates power until the temperature outlet is greater than 5°C, then it turns off the 
component. The hot water for the post-heating coil is delivered directly from the storage tank. 

During winter, hot water derived from the top of the tank flows inside the BH thermal 

compression heat pump that turns on only if the temperature is under the set-point required 
from AHU (40°C). Then the hot water is delivered to the heating and post-heating coils. 

The SunHorizon macro is composed by the following types: 

• Type 539 Flat plate solar collector.  

• Type 91 Heat exchanger with constant effectiveness  

• Type 511 Dry cooler (used for adsorption re-cooler and electrical vapour compression 
chiller, for solar field it is used as safety cooler)  

• Type 340 RT Stratification tank, non-standard type  

• Type 534 Cylindrical storage tank 

• Type 5837 BH thermal compression heat pump, non-standard type 

• Calculator to model the adsorption and vapour compression chiller as specified in the 
dedicated paragraph. 

Parametric analysis 

A parametric analysis was carried out by varying the solar field size for each location. The 
nominal size was chosen by considering the total heat request composed by: adsorption chiller 

and post-heating in summer, heating and post-heating supply in winter. This configuration is 
unbalanced when there is no equal heat request for summer and winter operations as occurs for 

all the selected locations. For example, in hot climate as Barcelona, the heat request for 
supplying the adsorption unit is prevalent if compared to the winter heating demand; the 
optimal size of the system is therefore calibrated on summer demand, with a resulting high 

amount of heat wasted to the environment. Conversely, in Nurnberg the high winter heating 
demand leads to an over-production of heat in summer that must be rejected by the solar safety 

dry-cooler. In the parametric analysis the solar field size was reduced by 30%, all the other 
components remained unchanged to investigate the effect of the solar field as main energy 
supply. The total solar field area (Table 3) was obtained by reducing the nominal size by a 

value closes to 30% considering that only strings composed by 10 solar panels could be added 
or removed. 
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Table 3: Solar field sizes for parametric analysis 

Location Sunhorizon nominal size (SH) 
Sunhorizon reduced size 

(SH_30% ) 

Barcelona 156.8 m2 117.6 m2 

Madrid 117.6 m2 78.4 m2 

Nurnberg 98 m2 78.4 m2 

For each scenario the following nominal sizes of components were considered: 

• volume of storage tank: 10 m3; 

• 2 adsorption units (hybrid chiller) for a total nominal power up to 40 kW (in nomina l 
conditions, 85°C HT- 27 °C MT – 15°C LT); 

• 2 vapour compression units (hybrid chiller) for Barcelona and Madrid and 1 unit for 
Nurnberg with a nominal cooling capacity of 42 kW (for a single unit); 

• a different nominal BH size for each location: 50 kW for Barcelona, 100 kW for Madrid 
and 200 kW for Nurnberg 

Finally, three simulations were run for each location: reference system, SunHorizon nomina l 
system, SunHorizon reduced configuration, for nine total simulations.  

Chiller model implementation in TRNSYS 

A common approach suggested by [8] was used in order to define the performance of the 
chillers implemented in both models (reference system and SunHorizon one). A set of 

equations based on data retrieved from technical datasheet was implemented to calculate the 
heating and cooling capacity and the COP. The equations were obtained by a regression 

analysis carried out on the performance maps that lets to determine the overall performances 
of the examined unit through the operating temperatures. A non-linear polynomial expression 
was obtained both for the air to water chiller implemented in the reference system (1) and water 

to water unit of the FAHR hybrid one implemented in SunHorizon system (2): 

𝑓(𝑇𝑎𝑖𝑟 , 𝑇𝑤𝑜𝑢𝑡
) = 𝑎 + 𝑏 ∗ 𝑇𝑎𝑖𝑟 + 𝑐 ∗ 𝑇𝑤𝑜𝑢𝑡

+ 𝑑 ∗ 𝑇𝑎𝑖𝑟
2 + 𝑒 ∗ 𝑇𝑎𝑖𝑟 ∗ 𝑇𝑤𝑜𝑢𝑡

 (1) 

𝑓(𝑇𝑤𝑒𝑣
, 𝑇𝑤𝑐𝑜𝑛𝑑

) = 𝑎 + 𝑏 ∗ 𝑇𝑤𝑒𝑣
+ 𝑐 ∗ 𝑇𝑤𝑐𝑜𝑛𝑑

+ 𝑑 ∗ 𝑇𝑤𝑒𝑣

2 + 𝑒 ∗ 𝑇𝑤𝑒𝑣
∗ 𝑇𝑤𝑐𝑜𝑛𝑑

 (2) 

A linear model that considers the three operating temperatures (HT-high temperature, MT-re-
cooling temperature, LT-cooling temperature) was obtained for the FAHR adsorption unit 
implemented in the SunHorizon system (3): 

𝑓(𝐻𝑇𝑖𝑛,𝑀𝑇𝑖𝑛, 𝐿𝑇𝑖𝑛) = 𝑎 + 𝑏 ∗ 𝐻𝑇𝑖𝑛 + 𝑐 ∗ 𝑀𝑇𝑖𝑛 + 𝑑 ∗ 𝐿𝑇𝑖𝑛 (3) 

The model predictors were evaluated by statistical evaluation parameters (Table 4). High 
values of R2 (close to 1) and low values of root mean square error (RMSE) show the predictor’s 
reliability. 
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Table 4: predictors evaluation parameters for the implemented statistical correlations  

  R2 RMSE 

Air to water heat pump (reference 

model) 

Heating capacity 0.9998 0.3352 kW 

Cooling capacity 0.9994 0.4367 kW 

Electrical power (heating) 0.9925 0.4448 kW 

Electrical power (cooling) 0.9994 0.1074 kW 

FAHR Water to water chiller 

(Sunhorizon model) 

Cooling capacity 0.9989 0.1811 kW 

Electrical power 0.998 0.05084 kW 

FAHRAdsorption chiller 

(Sunhorizon model) 

Cooling capacity 0.973 0.886 kW 

COP 0.86 0.0334 

Results and discussion 

The simulation results were aggregated in key performance indicators (KPI) in order to 
evaluate and quantify the performances of the SunHorizon single technologies and combined 

system [9]. 

The KPIs for the overall system are the fPES (total Primary energy Saving factor) and fsav,GHG 

(Greenhouse Gas saving factor) defined as reported in (4) and (5), the subscripts “bs” and “SH” 
indicates respectively the baseline system and the SunHorizon system. 

𝑓𝑃𝐸𝑆 = 1 −
∑ 𝑃𝐸𝑆𝐻

∑ 𝑃𝐸𝑏𝑠
 (4) 𝑓𝑠𝑎𝑣 ,𝐺𝐻𝐺 = 1 −

∑ 𝐺𝐻𝐺𝑆𝐻

∑ 𝐺𝐻𝐺𝑏𝑠
 (5)  

In (4) ∑ 𝑃𝐸 is the sum of total primary energy contributions for each energy carrier obtained 

as ∑ 𝑄𝑖 ∗ 𝑃𝐸𝐹𝑖𝑖  (6) where Qi is the total amount of final energy (FE) delivered for a specific 

energy carrier and PEFi the corresponding total Primary Energy Factor, expressed in 
kWhPE/kWhFE. In the simulated system, electricity and natural gas are the only energy carriers 
involved, the considered primary energy factors are, respectively, 1.896 kWhPE/kWhFE  and 1.1 

kWhPE/kWhFE[10]. Similarly, in (5) ∑ 𝐺𝐻𝐺 is the sum of greenhouse gas emissions for each 
energy carrier obtained as ∑ 𝑄𝑖 ∗ 𝐺𝐻𝐺𝐹𝑖𝑖  (7) where Qi is the total amount of final energy for a 

specific energy carrier and GHGFi the corresponding Greenhouse Gas Emission Factor, 

expressed in gCO2/kWhFE. For electricity and natural gas were considered respectively 420 
gCO2/kWhFE and 220 gCO2/kWhFE. [11]. 

Furthermore, KPIs are also calculated at technology level. For TVP panel the following KPIs 

were considered: 

• the global efficiency that expresses the fraction of useful energy produced by the solar 
panels for the whole simulated period on the solar radiation collected by the gross area 

of the panel: 𝜂𝑇𝑉𝑃
𝑔𝑟𝑜𝑠𝑠 = ∫

�̇�𝑇𝑉𝑃 𝑑𝑡

𝐺𝑐𝑜𝑙∗𝐴𝑇𝑉𝑃
𝑔𝑟𝑜𝑠𝑠

𝑑𝑡
 (8) where: �̇�𝑇𝑉𝑃is the instantaneous thermal power 

output expressed in kW, 𝐺𝑐𝑜𝑙is the specific solar irradiation on the collector plane 

expressed in kW/m2, A is the solar gross surface area; 

• the solar thermal fraction that expresses the contribution of the solar system over the 
total heat input of the system for a considered period, in this case only for winter: 
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𝑓𝑠𝑜𝑙 ,𝑡ℎ = ∫
�̇�𝑇𝑉𝑃 𝑑𝑡

�̇�𝑠𝑦𝑠 𝑑𝑡
 (9) were �̇�𝑇𝑉𝑃 is the instantaneous thermal power output expressed 

in kW and �̇�𝑠𝑦𝑠  is the thermal energy output from other technologies summed to �̇�𝑇𝑉𝑃; 

• the fraction of energy rejected to the environment because of lack of request and 

overheating of solar circuit 𝑓𝑠𝑜𝑙,𝑤𝑎𝑠𝑡𝑒 = ∫
�̇�𝐷𝑟𝑦𝐶 𝑑𝑡

�̇�𝑇𝑉𝑃 𝑑𝑡
: (10) were �̇�𝑇𝑉𝑃 is the instantaneous 

thermal power output expressed in kW and �̇�𝐷𝑟𝑦𝐶  is the instantaneous thermal power 

rejected to the environment 

For BH gas driven heat pump the following KPIs were considered only for winter operation 
mode: 

• Seasonal Gas Utilization Efficiency (SGUE), that expresses the gas utiliza t ion 
efficiency to provide a useful output, calculated as the ratio of the overall heating energy 

to the overall gas consumption: 𝑆𝐺𝑈𝐸 = ∫
�̇�𝐵𝐻 ,ℎ𝑑𝑡

�̇�𝑓 𝑑𝑡
 (11) where �̇�𝐵𝐻,ℎ is the thermal 

energy output (heating) from the Boostheat unit obtained from Type 5837 and �̇�𝑓  is the 

final energy consumption (natural gas) in kW obtained from the same TRNSYS type; 

• seasonal Performance Factor (SPF) that expresses the efficiency factor of the unit in 
primary energy terms. It considers the total amount of primary energy used to produce 
a useful output, including electricity associated to pumps, auxiliaries, etc. of the BH 

unit, and the gas consumption: 𝑆𝑃𝐹𝐵𝐻 =
∫ �̇�𝐵𝐻,ℎ𝑑𝑡

(∫ �̇�𝐵𝐻 𝑑𝑡)𝑃𝐸𝐹𝑡𝑜𝑡,𝑐𝑟+(∫ �̇�𝐵𝐻 𝑑𝑡)𝑃𝐸𝐹𝑡𝑜𝑡 ,𝑐𝑟
 (12) where 

�̇�𝐵𝐻 ,ℎ is the thermal power output (heating) from the BH unit obtained from Type 5837, 

�̇�𝐵𝐻  is the total electrical power consumption (included the auxiliaries) and �̇�𝐵𝐻 is the 

final power consumption (natural gas) in kW obtained from the same TRNSYS type, 
PEFi is the total Primary Energy Factors for each energy carrier considered. 

Finally, the following KPIs were considered for FAHR adsorption unit: 

• Seasonal Electric Efficiency Ratio (SEER) that expresses the energy efficiency ratio of 
a heat pump, air conditioner or comfort chiller, in cooling mode, calculated as the 
cooling demand divided by the associated energy consumption to provide that cooling 
demand throughout a specific period (in this case the entire cooling period): 𝑆𝐸𝐸𝑅 =
∫ �̇�𝐹𝐴𝐻𝑅,𝑐 𝑑𝑡

∫ �̇�𝐹𝐴𝐻𝑅 𝑑𝑡
 (13) where �̇�𝐹𝐴𝐻𝑅,𝑐 is the thermal power output (cooling) from the FAHR 

adsorption unit and �̇�𝐹𝐴𝐻𝑅  is the electric power consumption, since it is a thermally 

driven adsorption unit, the electrical energy consumption is due only to auxiliar ies 
(pumps and dry cooler) 

• Seasonal Performance Factor (SPF) that expresses the efficiency factor of the unit in 
primary energy terms. It considers the total amount of primary energy used to produce 
a useful output, including electricity associated to pumps, auxiliaries, etc. of the FAHR 
unit and other energy carrier’s consumption: 𝑆𝑃𝐹𝐹𝐴𝐻𝑅 =

∫ �̇�𝐹𝐴𝐻𝑅,𝑐 𝑑𝑡

(∫ �̇�𝐹𝐴𝐻𝑅 𝑑𝑡)𝑃𝐸𝐹𝑡𝑜𝑡,𝑐𝑟+(∫ �̇�𝐹𝐴𝐻𝑅 𝑑𝑡)𝑃𝐸𝐹𝑡𝑜𝑡 ,𝑐𝑟
 where �̇�𝐹𝐴𝐻𝑅 ,𝑐 is the thermal power output 

(cooling) from the FAHR adsorption unit and �̇�𝐹𝐴𝐻𝑅  is the electric power consumption, 

and �̇�𝐹𝐴𝐻𝑅  is the heating power consumption that in this case is entirely supplied by the 

solar renewable source, for this reason the PEFi for this component is considered as 1. 

In Table 5 the KPIs resume the main results of the performed parametric simulations. 
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Table 5: KPIs resulting from the parametric simulation. SH is the system considering the nominal SunHorizon size for TVP 
solar fields, SH30% is the scenario that foresees the reduction of the solar field size by 30% 

KPI  Barcelona Madrid Nurnberg 

fPES 

Summer 
SH - 45% 

SH30% - 44% 

SH - 35% 

SH30% - 34% 

SH - 28% 

SH30% - 27% 

Winter 
SH - 71% 

SH30% - 59% 

SH - 33% 

SH30% - 25% 

SH - 18% 

SH30% - 17% 

Global 
SH - 57% 

SH30% - 51% 

SH - 33% 

SH30% - 28% 

SH - 19% 

SH30% - 18% 

fsav,GHG  

Summer 
SH - 45% 

SH30% - 44% 

SH - 35% 

SH30% - 34% 

SH - 28% 

SH30% - 27% 

Winter 
SH - 72% 

SH30% - 61% 

SH - 37% 

SH30% - 30% 

SH - 24% 

SH30% - 23% 

Global 
SH - 57% 

SH30% - 52% 

SH - 36% 

SH30% - 31% 

SH - 25% 

SH30% - 24% 

𝜼𝑻𝑽𝑷
𝒈𝒓𝒐𝒔𝒔

 

Summer 
SH – 51.6% 

SH30% - 52% 

SH - 53% 

SH30% - 53.9% 

SH – 45.6% 

SH30% - 46% 

Winter 
SH – 53.5% 

SH30% - 56.1% 

SH – 55% 

SH30% - 55.9% 

SH – 48.2% 

SH30% - 47.8% 

Global 
SH - 52% 

SH30% - 54% 

SH - 54% 

SH30% - 55% 

SH - 46% 

SH30% - 47% 

𝒇𝒔𝒐𝒍,𝒕𝒉 Winter 
SH - 87% 

SH30% - 73% 

SH - 36% 

SH30% - 26% 

SH - 7% 

SH30% - 5% 

𝒇𝒔𝒐𝒍,𝒘𝒂𝒔𝒕𝒆 

Summer 
SH - 24% 

SH30% - 12.3% 

SH – 19.3% 

SH30% - 5.8% 

SH - 33% 

SH30% - 24.8% 

Winter 
SH – 10.5% 

SH30% - 3.9% 

SH – 5.1% 

SH30% - 0.3% 

SH - 0% 

SH30% - 0% 

Global 
SH - 17% 

SH30% - 8% 

SH - 13% 

SH30% - 4% 

SH - 22% 

SH30% - 17% 

SGUE Winter 
SH - 144% 

SH30% - 146% 

SH - 133% 

SH30% - 134% 

SH - 148% 

SH30% - 148% 

SPFBH Winter 
SH – 1.21 

SH30% - 1.22 

SH – 1.14 

SH30% - 1.15 

SH – 1.23 

SH30% - 1.23 

SEER Summer 
SH – 6.19 

SH30% - 5.90 

SH – 4.99 

SH30% - 4.41 

SH – 6.31 

SH30% - 6.12 

SPFFAHR Summer 
SH – 0.33 

SH30% - 0.33 

SH – 0.32 

SH30% - 0.30 

SH – 0.34 

SH30% - 0.33 
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The results clearly highlight the reduction of PE and GHG for all the examined cases with 
reference to baseline system. The parametric analysis shows that the reduction of TVP field 

size by 30% doesn’t affect the fPES and fsav,GHG indicators if considered for a whole operating 
year that includes both heating and cooling seasons. But, the analysis of the cited indicators for 

each single season shows a relevant decrease when the solar field is reduced. The advantages 
of a sun-coupled system as proposed in the present simulation are better underlined in hot 
climates than in colder ones, as shown by the decrease of fPES and fsav,GHG when moving from 

hot to cold climates. 

The efficiency of the high vacuum TVP panels is stable when moving from summer to winter 

operation, showing slight differences with a range between 45.6% and 53.9%. Decreasing the 
solar field size induces a small increase in efficiency. Conversely, the solar covering fsol,th is 
more remarkable in hot climates, whereas in cold climates as Nurnberg it tends to be negligib le.  

The energy wasted to the environment is considerably reduced when reducing the TVP solar 
field size with great differences between winter and summer operation. Nevertheless, the 

electricity needed to drive the drycooler of the TVP field is negligible in comparison with the 
PE benefits obtained in winter time. 

The parametric analysis didn’t affect the performance indicators of BH and FAHR that for all 

cases maintained constant values with slight changes for each location. The high performances 
achieved in terms of SGUE and SEER are due to the novel technology that, being thermally 

driven, excludes the electrical energy consumption that has a great impact in the indicator 
calculation. The low values of SPFFAHR if compared with SPFBH are due to the introduction of 
solar energy in the denominator of the indicator, as heat consumption needed to serve the 

cooling demand. 

Finally, the parametric analysis shows that the reduction of solar field shows a slight difference 

when passing from SH reference case to SH30%. This variation could produce relevant effects 
on economic evaluations. In this paper the economic aspects were not considered but the 
performed analysis gives useful perspectives also on this point of view. 

Conclusions 

The SunHorizon project proposes innovative sun coupled technologies and systems. In this 

framework, a parametric analysis was carried out by considering the application of a sun-
coupled system on an existing building. The study was extended to three different climates 
(Barcelona, Madrid and Nurnberg) and the effects of the variation of TVP solar field was 

analysed. A dynamic simulation was performed first through IESVE software to evaluate the 
building loads, then TRNSYS was used to simulate a baseline reference system and the 

SunHorizon one. The simulations show remarkable results in terms of PES (from 18% to 57%) 
and GHG reduction (from 24% to 57%). The reduction of solar field doesn’t have a relevant 
effect on these indexes. Each technology was evaluated by calculating specific KPIs and, the 

results show promising outcomes in terms of efficiency and, consequently, energy savings. A 
future economic analysis will take into account the results of the present study, furthermore, it 

will be enriched by the data coming from the first experimental campaigns that will be carried 
out on the demo-sites. 
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Abstract 

Organic Rankine Cycles for waste heat recovery have become more and more popular in the 

last year since the environmental awareness or society has risen. A possibility of employing 

supercritical carbon dioxide (sCO2) within the Rankine cycle is discussed among academia 

and industry recently due to its low ozone depletion potential and good heat transfer 

characteristics. Numerous modifications of the power cycle layout were proposed, reheated 

expansion, recuperation and intercooled compression among them. These modifications are 

often adjusted to a certain application, often for medium-grade waste heat within 

temperatures from 240-480 °C. Since low-grade waste heat (< 240 °C) represents the major 

portion of excess heat globally, the authors concentrate on very low temperatures for 

recovery. This temperature range is hard to recover due to the small temperature gap of heat 

source and heat sink leading to a poor efficiency of the Rankine Cycle. To enhance the great 

potential in turning low grade waste heat into usable energy, this work assesses various ORC 

architectures for a defined waste heat source (60-100 °C) and heat sink (20 °C) which form a 

standardized base and thus enable a comparison. In the first place, sCO2 cycle architectures 

from literature are examined via the commercial software EBSILON in order to implement 

the cycle setup with its original operational parameters. Secondly, the predefined low-grade 

heat source is implemented into the cycle. The cycle architecture is then assessed regarding 

efficiency, mass flow and pressure. As a final point, the cycle architectures are ranked in 

terms of performance within the low-grade waste heat sector. Results show that recuperation 

of heat within the cycle enhances the cycle performance from source temperatures greater 

than 80 °C whereas intercooled compression negatively affects the efficiency. For the 

temperature region from 60-80 °C, the conventional configuration without any modifications 

operated most efficiently. When source temperature becomes higher, reheated expansion 

positively affects the system performance. The authors deliver a road map of thermodynamic 

efficiencies of sCO2 cycle architectures for low-grade waste heat recovery up to 100 °C 

which might be beneficial for designers of such power cycles. 

 

Keywords: Waste heat recovery, power generation, low temperature, ambient air, 

supercritical CO2, Rankine cycle, cycle configuration 

 

 

Introduction/Background 

With increasing global energy demand, efficient and economic use of heat grows more 

important. Especially since large amounts of waste heat is produced during the conversion of 

primary energy into secondary energy, e.g. electricity. [1]. The 63% therefrom is reported to 

be low grade with temperatures smaller than 240 °C [1]. A problem for thermodynamic 

cycles associated with low grade waste heat is the narrow temperature difference between 

heat source and heat sink resulting in a big challenge for the cycle efficiency.  

Supercritical carbon dioxide (sCO2) power cycles show great potential to recover low-grade 

waste heat because of good heat transfer characteristics due to the low critical temperature of 
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CO2 at 30.98 °C and a pressure of 73.77 bar [2]. In comparison to conventional ORC 

refrigerants, carbon dioxide is chemically stable and less toxic [3]. Accordingly, the study 

focuses on low-grade heat sources recovered by a sCO2 power cycle. 

 

The basic power cycle configuration with a compressor, heater, turbine and cooler has been 

widely studied. Ahmadi et al. [4] using solar energy as a heat source and Amini et al. [5] 

recovered low grade waste heat from combined-cycle power plant. Xia et al. [6] added an 

ejector to solve the condensation problem of CO2 under the higher temperature heat sink.  

Meanwhile, many studies focus on the optimization of sCO2 power cycles by modifying the 

cycle architecture. Hafei et al. [7] report an increased work output when adding reheated 

expansion to the basic cycle. In this configuration, the high pressure CO2 is expanded to a 

medium pressure in a first stage, then reheated, and finally expanded to the lower cycle 

pressure. Tuo [8] found that a reheated expansion can improve the performance with lower 

turbine inlet temperatures and higher maximum cycle pressure. Chen et al. [9] concluded that 

a power cycle with reheated expression is most effective in utilizing low-grade waste heat 

from vehicle exhaust gas. 

A power cycle with intercooled compression was studied by Olumayegun et al. [4] for a gas 

turbine exhaust stream. When modifying a power cycle with intercooled compression, the 

CO2 compression process is split into several smaller compression stages and the fluid is 

cooled in between these stages in order to lower the necessary compression energy. Nassar et 

al. [10] developed an individual main compressor and recompression compressor for a CO2 

power plant. They also employed a regenerator within the cycle to transfer heat from the low 

pressure part of the cycle into the high pressure part. This reduces the cooling load 

significantly. Also Kim et al. [11] examined the combination of intercooled compression and 

regeneration and found that this arrangement is highly efficient with less CO2 mass flow 

necessary. 

 

Another cycle modification that has been applied by numerous authors is the split flow 

configuration. In order to enhance the system performance, the working fluid is divided into 

sub streams, which are finally merged again in another point in the system. The split position 

can occur in different points of the system. Li et al. [12] investigated the split flow before the 

compression of the working fluid and merged the CO2 again before condensation. With this 

configuration, the net power output could be enhanced by 11.60% compared to the basic 

power cycle setup. Kim et al. [13] also report an enhanced cycle efficiency by 10.5% with a 

split flow before compression. Another point where the working fluid can be divided is 

before the expansion process. Padilla et al. [14] separated the CO2 before the turbine, where 

as one section is directed upstream and merged with the stream before heating. This means 

that a small part of the working fluid is expanded one time while the major part is expanded 

one time. This configuration achieved the same thermal efficiency than a power cycle with 

one recuperator.  

 

A system configuration with split flow before heating was modelled by Walnum et al. [15]. A 

bottoming cycle for offshore oil and gas installations with a split of the CO2 stream before the 

heater and a merge after the turbine was investigated. In this configuration, CO2 showed 16% 

less power output than steam as working fluid. 

 

Summarizing the findings in literature, there is an immense diversity of system layouts in 

power cycle architectures. Applicable modifications in the system layout are not limited so 

that several modifications can be combined, for example split flow and recuperation as 

studied by Cespri et al. [16]. In addition, the number of recuperators can be increased, 
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depending on the available thermal energy in the system. Where as a combination of cycle 

modification leads to a more complex system bigger in size.  

Previous studies show that cycle modifications lead to changes in the cycle efficiency. All 

publications mentioned above are tailor made to the specific application. Especially the waste 

heat temperature and operational conditions strongly depend on the particular application. 

Consequently, the stated efficiencies of the findings above cannot be compared with each 

other as they rest upon different boundary conditions. Hence, a comprehensive study of the 

optimal cycle configuration for a given temperature rang is missing. This work provides a 

systematic assessment and comparison of different cycle architectures for a waste heat source 

temperature range between 60 to 100 °C. The before mentioned different cycle configurations 

are modelled with EBSILON Professional solver and a performance optimization as function 

of the system pressure ratio, mass flow and specific work output is performed.  

 

 

Methodology 
 

Uniform operational conditions for the cycle comparison are defined as follow: The Rankine 

Cycle has a full condensation of the CO2. The waste heat source is air, which provides 

temperatures between 60-100 °C (333.15-373.15 K) at ambient pressure and a mass flow rate 

of 1000 kg/s. The heat sink is ambient air, which is assumed at a mean annual temperature of 

20 °C (293.15 K). The mass flow is adjusted to ensure a full condensation of the working 

fluid. Isentropic efficiency of turbo machinery (pump and turbine) are set to be 80%. The 

effectiveness of the heat exchanger is 95% [17]. The different power cycle configurations are 

implemented in EBSILON® Professional [18], a commercial simulation software for power 

plants. It uses REFPROP database [19] for fluid properties, which employs the Span-Wagner 

equation of state for CO2 [20]. 

Firstly, the power cycle architectures with their original operational conditions as stated in 

literature were modelled in EBSILON. Only when the setup and results matched with the 

publication, the previously specified uniform operational conditions were applied. Each 

power cycle architecture is compared in terms of the thermodynamic efficiency    : 

     
     

    
 

(1) 

 

     is the waste source heat flux absorbed by the heat exchanger(s) and       is the net power 

output: 

                         (2) 

 

In Eq. (2), the turbine output power           and pump input power        are calculated 

via the following formulas:  

        
           

     
 

 

(3) 

                                (4) 

 

In Eqs. (3) and (4), the numbers in subscript of the specific enthalpies   represent the state 

points in the system as shown in Figure 1. 

The theoretic Carnot efficiency         is calculated with the temperatures of the heat sink 

(here: ambient air)       and the heat source (waste heat temperature)     : 
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(5) 

With Eq. (5), an idealistic Carnot efficiency of 12.0% to 21.4% can be reached for the given 

temperature difference of 20°C and 60°C or 100 °C, respectively. 

 

 

 
Figure 1: TS diagram of basic power cycle configuration 

With every iteration in waste heat temperature, the thermodynamic efficiency is optimized by 

pressure ratio: 

 

    
     

    
 

(6) 

 

In Eq. (6),       denotes the high pressure part and      denotes the low pressure part of the 

power cycle. With more compression and expansion stages, the highest and lowest pressures 

are denoted. 

The validation process was framed in a way that the original cycle layout from publication 

was modelled with its stated operational parameters. After reaching accordance of the 

obtained results with published ones, the previously defined uniform parameters for the cycle 

assessment were applied to the power cycle layouts. The outcome of the comparative study 

with unified conditions is shown in the next chapter.  

 

 

Discussion and Results 

Figure 2 displays the basic cycle configuration and the corresponding efficiency in 

comparison to the Carnot efficiency. The difference of the basic and Carnot cycle efficiency 
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are diverging with increasing heat source temperature. It can be seen that the gain of 

efficiency with rising heat source temperature is rather flat in comparison to the ideally 

reachable efficiency. The efficiency shown in Figure 2 results are based on an optimization of 

the pressure ratio to obtain a maximum net power output. For a waste heat source of 60°C, 

the optimization of cycle pressure ratio is illustrated in Figure 3. One can see that it exists a 

maximum (optimum) pressure ratio in the parabolic shaped efficiency curve. It is observed 

that this shape is not unique for this basic system configuration example, but for all modelled 

configurations. If parameters like heat source temperature or system configurations are 

changed, the amplitude of the curve changes as well. Whereas for an increase of waste heat 

sources, a proportional rising amplitude towards higher efficiency can be observed and the 

maximum is shifted to the right towards a higher pressure ratio. A change in system 

configuration causes the curve to either augment or descent, depending on the specific 

modification. The subsequent cycle configurations will be compared to this basic cycle 

configuration, as it serves as initial point for modifications. Thus, only with this cycle 

configuration, a comparison is legitimate and it can be analysed, whether a modification in 

the cycle architecture leads to a higher efficiency.  

 

Figure 2: basic cycle configuration and efficiency 

 

Figure 3: Cycle efficiency of basic cycle configuration in terms of pressure ratio 

The modification of intercooled compression possesses two pumps and two coolers as shown 

in Figure 4a. Here, two steps of compression are displayed as simulated in EBSILON. The 
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benefit of intercooled compression is in general, that a fluid requires less compression work 

when its specific energy content is lower. For the case of low-grade heat sources, there is 

only a small temperature gap between turbine exit temperature and condensation temperature. 

Thus, the benefit of intercooled compression cannot be exploited at low waste heat source 

temperatures. A comparison between the efficiencies of the basic cycle and intercooled 

compression cycle is shown in Figure 4d: One can see that intercooled compression affects 

the cycle efficiency negatively by one percentage point. Towards higher temperatures, the 

efficiency curve gets closer to the basic cycle efficiency and thus, there exists a point from 

which the addition of intercooled compression to the cycle enhances the efficiency. Within 

the modelling process, it was calculated that this break-even point of the two efficiency lines 

is at 440°C. Thus, for low-grade waste heat sources less than 100°C, intercooled compression 

is not beneficial.  

The principle of reheated expansion is the separation of the expansion process into several 

steps (Figure 4b), derived from the idea to achieve an isothermal like expansion of the fluid. 

A two-step expansion is modelled in this work. Generally, more steps are also possible. In the 

first expansion step, the working fluid is expanded to an intermediate pressure between high-

pressure side and low-pressure side. Then, it follows another heat input and an expansion to 

the low cycle pressure. 
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Figure 4: intercooled compression and reheated expansion cycle configurations and efficiencies 

Figure 4d shows the resulting thermal efficiencies with respect to different heat source 

temperatures. Note that for the reheated expansion configuration, an implementation at a 

waste heat source temperature as low as 60°C was not possible: At low source temperatures, 

the maximum possible cycle pressure is also lower. Thus, the cycle pressure ratio is small at 

it was not possible to find an intermediate pressure, at which the fluid could be expanded a 

second time without condensation within the second turbine. Modelling could be started at a 

source temperature of 70°C with only little benefit over the basic configuration. At this point, 

reheated expansion improves the efficiency by 0.3 percentage points. The efficiency plots are 

diverging towards higher source temperatures with the reheated expansion configuration 

having a steeper rise of efficiency than the basic system layout. At a source temperature of 

100°C, reheated expansion contributes to a 0.7 percentage points higher cycle efficiency. 

Thus, reheated expansion becomes more significant with rising waste heat temperatures.  

The power cycle configuration shown in Figure 4c combines the modifications of intercooled 

compression and reheated expansion. Its efficiency plot (Figure 4d) is relatively close to the 

efficiency of the basic cycle. This results from the combination of reheated expansion, which 
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enhances the cycle efficiency and intercooled compression, which decreases the cycle 

efficiency for low temperatures. It is found that a source temperature of 60°C is too low for 

this configuration and it could not be implemented as the small pressure ratio impedes the 

addition of reheated expansion. At 90°C, there is a turning point where this combination of 

modifications outperforms the basic configuration. There is a trend towards a greater 

efficiency gain in higher waste heat temperatures. 

 

Figure 5a shows a system configuration that employs one recuperator to transfer heat from 

the expanded fluid to preheat the compressed fluid prior to the heater. The benefit from 

adding a recuperation step is the reduction of the the heat discharge to the heat sink. 

Consequently, the thermal energy at turbine exit does not have to be removed by the cooler, 

but can be transferred to the high pressure side of the power cycle. Figure 5d displays the 

resulting efficiency with regards to the waste heat source temperature. For temperatures as 

low was 60°C and 70°C, an additional recuperator step degrades the cycle efficiency. In order 

for a regenerator to function, the temperature of the working fluid after the turbine must be 

higher than after compression. For waste heat temperatures of 60°C and 70°C, these 

temperatures were nearly equal so that no thermal energy could be transferred. In order to 

employ a regenerator, the cycle pressure ratio changes, which leads to a lower net power 

output. Only from source temperatures greater than 80°C, the optimum cycle pressure ratio is 

not affected by the recuperator and a gain of efficiency can be achieved. The efficiency curve 

of the recuperation configuration in Figure 5e is noticeably steeper than the basic system line. 

Thus, a greater efficiency benefit with higher source temperature can be observed. 
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Figure 5: recuperation with modifications configurations and efficiencies 

A grouping of intercooled compression and recuperation (Figure 5Figure 5b) decreases the 

efficiency for source temperatures lower than 80°C (Figure 5e). Altogether, the combination 

of the two modifications results in a very low cycle efficiency which can be explained by the 

observation from Figure 4: intercooled compression and reheated expansion cycle configurations 
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and efficiencies where intercooled compression negatively affected the cycle efficiency at 

temperatures until 80°C.  

Already from very low waste heat source temperatures, the combination of recuperation and 

reheated expansion (Figure 5c) outperforms the basic configuration. While for 60°C, the 

difference between their efficiencies is rather small (0.1 percentage points), the difference in 

efficiency grows rapidly with increasing heat source temperature (Figure 5e). At a waste heat 

source temperature of 100°C, the difference in efficiency already represents 1.4 percentage 

points. 

Observing from Figure 5e, the combination of recuperation, intercooled compression and 

reheated expansion (Figure 5d) is one of the most complex cycle architectures in this study. 

The cycle configuration was modelled with nine components, where intercooled compression 

and reheated expansion have two stages each. Numerical results showed that this system 

layout is less attractive than the combination of recuperation and reheated expansion due to 

the negative influence of intercooled compression. For temperatures as low as 60°C, it was 

not possible to model the system due to temperature and pressure restrictions: the temperature 

difference between recuperator outlet and cooler inlet are only a few degree Celsius. From a 

source temperature greater than 70°C, this configuration shows a steep rise in efficiency with 

increasing waste heat source, which is steeper than the slope of recuperation reheated 

expansion combination. 

The presented system layout in Figure 6a is a split flow configuration. The CO2 stream is 

split before heating and merges before the second stage of heat addition. Because this cycle 

architecture employs two heat exchangers for heating, the heat source can be exploited more 

efficiently than in other configurations. Figure 6c shows the numerical results for split flow 

configurations. For the configuration with split flow before heating, an implementation for a 

waste heat source temperature of 60°C was not possible because of the recuperator step. 

From source temperatures greater than 70°C, it can be noticed that this cycle architecture 

outperforms the basic configuration.  

 

The split flow before heating and expansion configuration (Figure 6b) separates the CO2 

mass flow before heating and merges it after the expansion process. In the resulting 

efficiencies (Figure 6: split flow configurations and efficiencies), the recuperator step prohibited 

an implementation of this architecture for a waste heat source of 60°C. Overall, this cycle 

configuration has a rather poor efficiency at very low heat source temperatures with no major 

positive influence on the cycle efficiency in comparison to the basic system, although it 

contains almost double the amount of components.  
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Figure 6: split flow configurations and efficiencies 

 

Figure 7 shows the result from previous sections consolidated in one plot. It can be seen that the 

applied cycle modifications affect the thermal efficiency only in a minor percentage range for 

very low heat source temperatures. A maximum difference of 1.4 percentage points is noticed at 

a heat source temperature of 100°C between the basic cycle and the system with split flow 

before heating. This is because of the second heat exchanger for extraction of the waste heat 

source. 

System layouts with intercooled compression are constantly lower than the basic cycle 

efficiency. All plots of system architectures with a recuperator show a steeper rise in efficiency 

than systems without recuperation. However, recuperation is suitable for source temperatures 

greater 80°C. Furthermore, one can see that only few cycle architectures are relevant for waste 

heat temperatures of 60°C and 70°C whereas the conventional power cycle plays the dominant 

role.  
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Figure 7: efficiencies of cycle architectures with respect to heat source temperature 

Summary/Conclusions 

The comparison of the sCO2 cycle architectures revealed that the basic configuration performs 

best at heat source temperatures as low as 60°C to 80°C. For this sector, the small temperature 

range between heat source and heat sink limits the amount of applicable cycle modifications. 

Cycle modifications like recuperation start to be beneficial for temperatures above 80°C. 

Recuperation also contributes to a steeper gradient of the efficiency and results in  diverging 

slopes of recuperative and basic system. Split flow before heating performed best within this 

comparative study above heat source temperatures of 80°C. With a system efficiency of 8.16 

percent, 1.4 percentage points higher than the basic system performance. The modification with 

reheated expansion proved to enhance the thermal efficiency by 0.7 percentage points, which is 

small for low-grade waste heat. For rising waste heat temperatures, the benefit becomes greater. 

Intercooled compression decreased the thermal efficiency constantly by approximately 1 

percentage point whereas for waste heat temperatures greater than 192°C, intercooled 

compression enhances the system performance. 

In conclusion, the challenge to recover waste heat from sources with temperatures lower than 

100°C can be addressed by sCO2 cycles. However, the small operation temperature range 

excludes several cycle architectures involving measures that were found to be beneficial for 

higher operation temperature. For the design of such systems, the basic cycle configuration is 

recommended especially for source temperature slower than 80 °C. For source temperatures 

higher than 80 °C measures like recuperation can be considered. However, the efficiency gain 

needs to be compared to the increased complexity of the cycle and the related investment cost. 
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Abstract 

A compressed heat energy storage (CHEST) system is a novel energy management system 

based on Rankine cycles. The design and build of a first lab-scale CHEST system is for many 

reasons a very complex process. On the one hand, the individual components such as the high 

temperature heat pump, organic Rankine cycle and thermal energy storage must be able to 

perform efficiently under a wide range of operating conditions, and on the other hand, these 

components have to be able to operate together as a highly transient overall system. This 

work gives an overview on the design and initial testing of the individual prototypes and the 

challenges of combining them to a novel energy management system. 

Keywords: high temperature heat pump, organic Rankine cycle, thermal energy storage, 

Carnot battery, power-heat-power. 

Introduction/Background 

Efficient energy storage and sector coupling are important key elements in future energy 

scenarios. Using a specific kind of Carnot battery based on Rankine cycles, both elements are 

combined. The so-called CHEST system, discussed by Steinmann [1], consists of a high 

temperature heat pump (HTHP), a high temperature thermal energy storage (HT-TES) and an 

organic Rankine cycle (ORC), which as a system is coupled to a smart district heating 

network and to renewable sources. The goal of the CHESTER system, a variant of the 

CHEST system, is to provide a flexible electricity and heat dispatchment with discontinuous 

energy input from renewable sources. A simplified flow diagram with the main components 

of the CHESTER system is shown in Figure 1. 

In charging mode, thermal energy from renewable sources is converted to high temperature 

heat by the HTHP. The electric compressor of the heat pump is driven by surplus electricity 

from the power grid at times of low demand. The high temperature heat is stored in the 

storage system, which is a cascade of a latent heat thermal energy storage (LH-TES) and a 

sensible heat thermal energy storage (SH-TES). On demand, the high temperature heat can be 

converted back into electrical energy by the ORC. During discharging, the working fluid of 

the ORC is preheated by the SH-TES and evaporated in the LH-TES. The operating modes of 

the CHESTER system can be varied in a wide range. With this, depending on the ratio 

between input and output of heat and electrical energy, a flexible and demand-oriented 

energy supply can be provided. Within the framework of the European Union H2020 project 

CHESTER, this system is being analysed and developed, including the design, build and 

experimental testing of the first lab-scale CHESTER system. The aim is to provide proof of 
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function for the CHESTER concept and to gain real experience with system characteristics 

and dynamics. 

 
Figure 1: Simplified flow diagram of a CHESTER system 

The lab-scale system is designed for an electrical output power of 10 kWe and also combines 

the main CHEST system components HTHP, ORC and HT-TES. In contrast to the 

CHESTER concept and a large-scale version of the system, the lab-scale system is connected 

to a temperature-controlled heat source and -sink instead of a smart district heating network. 

The heat source consists of an electric flow heater with a capacity of 100 kW, which is 

connected to the evaporator of the HTHP via a water circuit. The water temperature can be 

controlled by a three-way valve. Thus, in charging mode, the evaporator can be supplied with 

hot water in a temperature range between 50 °C-100 °C. At the ORC condenser, the thermal 

energy is dissipated to a cooling water network. The heat sink is controlled by a three-way 

valve, with which it is possible to regulate the cooling water during discharging, with 

temperatures from uncooled down to 17 °C possible. 

As discussed by Trebilcock et al [2], the performance of a CHEST system integrated into a 

smart district heating network was investigated for six different operating modes using 

several different software programs. Based on the generated data, general design parameters 

for the lab-scale system could be derived. In [3] and [4], the thermodynamic performance of 

HTHP and an ORC using different refrigerants were analyzed. Under consideration of the 

CHESTER project constraints and in order to ensure a high efficiency under a wide range of 

boundary conditions, R1233zd(E) for the HTHP prototype and R1336mzz(E) for the ORC 

prototype were identified as suitable working fluids. Phase change materials (PCMs) for LH-

TES must have high cycle stability, should not cause corrosive reactions with the storage 

components and have to match the required temperature range(s) of the application. An 

overview of suitable PCMs for process heat applications in the temperature range 120 °C to 

250 °C is given by Bauer et al [5]. For the LH-TES prototype of the lab-scale system, a 

eutectic mixture of potassium nitrate and lithium nitrate with a melting temperature of 133 °C 

was selected. After the preliminary definition of general design parameters, performance 

maps for the HTHP and ORC were calculated and a nominal operating point for charging and 

discharging was determined. Another design criterion is that the built components need to 

physically fit in the available laboratory space. With all these aspects in mind, the design was 
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defined and the prototypes were manufactured. Individual testing of these novel components 

prior to system operation delivers information regarding the performance maps and 

constraints of each of the prototypes and will be used in the development of the system 

operation performance maps and experimental characterization campaign. 

High Temperature Heat Pump 

The HTHP lab prototype is a water-to-water heat pump designed to operate at evaporating 

temperatures between 70 and 100 ºC and condensing temperatures up to approximately 

150 ºC. 

The prototype consists of a single stage vapour compression refrigeration machine with a 

dedicated subcooler. A special high temperature single piston reciprocating compressor was 

considered in this prototype. A suction-line accumulator was implemented in order to protect 

the compressor from liquid entering the admission, as well as an oil separator system in the 

discharge line in order to ensure the proper return of the lubricant to the compressor. On the 

water side, three independent water loops for the evaporator, condenser and subcooler were 

integrated, each of them including all the necessary auxiliary components such as pumps, 

valves, flow switches and instrumentation required for the proper and safe operation of the 

heat pump. The condenser substitutes the functionality of the LH-TES in the lab-scale 

CHESTER system for this dedicated characterization campaign. 

For the control of the suction superheating, a fast response electronic expansion valve was 

considered. A complete in-house control algorithm was developed and implemented in a 

control system for controlling and monitoring the HTHP. Everything was mounted within a 

control cabinet with its own touch panel for easy operation of the unit. Once the experimental 

characterization campaign finished, the unit was mounted on a self-supporting steel frame 

structure prepared for the transport of the HTHP for integration into the lab-scale system, as 

shown in Figure 2. 

 
Figure 2: Overview of the HTHP unit with/without the protective casing 

The working fluid considered in this prototype is the R1233zd(E). It is a hydro-chloro-fluoro-

olefin (HCFO), which is an alternative refrigerant with low global warming potential (GWP) 

when compared to the conventional fluids. It is a non-flammable liquid with a boiling point 

of 15.1 °C (at atmospheric pressure) and critical temperature of 165.6 °C. 

The main component of the HTHP is the compressor. This is a single piston reciprocating 

type compressor and can operate at a maximum internal temperature of 215 °C. It is equipped 
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with a permanent magnet synchronous motor that can provide a wide range of motor speeds 

while achieving high efficiencies. The motor’s maximum operating temperature is 110 °C, 

and it is continuously cooled by means of a water jacket cooling circuit. The compressor’s 

speed variation and monitoring are performed by means of a 15 kW Siemens Sinamics 

inverter drive unit. The crankcase holds up to 7.5 l of lubricant and is equipped with an 

internal oil circuit, an oil filter and two electric 1 kW preheaters. 

The main characteristics of the HTHP unit are presented in Table 1. 

Table 1: HTHP main characteristics 

Property Quantity 

Type Water-to-water, single stage with subcooler 

Operating range Heat source: 70-100 ºC; Heat sink: 100-150 ºC  

Heating capacity* Condenser: 35 kW / Subcooler: 25 kW approx. 

Compressor Reciprocating, Single Piston. Model HBC511 from Viking Heat 

Engines©. 15 kW Siemens© inverter drive unit 

Heat exchangers Plate heat exchangers from SWEP© 

Expansion device Electronic expansion valve – Siemens© MVL661 

Control Programmable logic controller (PLC) with integrated touch panel 

* Heat source: water inlet at 90 ºC; Heat sink: water outlet at 138 ºC approx.; Subcooler: water inlet/outlet at 55/129 ºC approx.  

In the characterization of the HTHP unit, a total number of 50 tests were conducted between 

August and October of 2020. The experimental campaign consisted of two phases: a first set 

of tests for the characterization of the operating conditions required in the charging mode of 

the HT-TES and a second set of tests for further characterizing the HTHP performance curve. 

For the first testing phase, stable condensing conditions were defined. Therefore, fixed 

condensing temperatures around 137 ºC were analysed. Three different evaporator water inlet 

temperatures were considered (70, 80 and 90 ºC), as well as three different compressor 

speeds (800, 1100 and 1500 rpm). The subcooler was analysed over a wide range of 

operating conditions, however it always provided enough cooling of the liquid refrigerant in 

order to keep the liquid line below 80 ºC, and therefore protect all electronic devices in this 

part of the system (solenoid and expansion valves, mainly). In all the tests, the subcooler 

water outlet temperature was kept as close to the condensing temperature as possible (i.e.: 

130 ºC). 

For the extended tests performed to further characterize the HTHP performance curve, the 

evaporator and subcooler water inlet temperatures were fixed at 80 ºC and 60 ºC, 

respectively. The compressor was operated at two different speeds, 1100 and 1500 rpm, while 

the condensing temperature was varied from 100 ºC to almost 150 ºC in steps of 10 Kelvin.  

Figure 3 shows an overview of the experimental tests performed at different condenser outlet 

water temperatures for a wide range of heat source temperatures. 
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Figure 3: HTHP test mapping 

In general terms, the HTHP operated satisfactorily along the experimental characterization 

phase. Heating capacities in the condenser between 22.5 to 44.5 kW were achieved when 

operating at 1500 rpm, while values ranging from 17.3 to 31.5 kW were observed when 

operating at 1100 rpm. In the case of the subcooler, heating capacities of around 10 to 20 kW 

were usually achieved, with some extreme points where values up to 30 kW were observed. 

The heat capacities for different operating points are presented in Figure 4. 

In regard to the HTHP performance, net coefficient of performance (COP) values that ranged 

from 3.56 to 6.10 were achieved at motor speeds of 1500 rpm, while at 1100 rpm the net 

COP resulted in values approximately 15 % higher, ranging from 4.12 to 6.92. 

 

 
Figure 4: HTHP heating capacity for tests at 800, 1100 and 1500 rpm 
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From the experimental characterization campaign, it can be concluded that the objectives 

required within the CHESTER project in order to provide a HTHP capable of operating at 

high evaporating and condensing temperatures were achieved. The HTHP prototype uses an 

environmentally friendly low-GWP refrigerant and was able to provide heat at condensing 

temperatures as high as 148 ºC. When working at nominal point conditions, the unit achieved 

thermal capacities of around 35 kW and 25 kW in the condenser and subcooler, respectively. 

As the HTHP benefits from the high degree of sensible heat used within the system, COP 

values ranging from 3 up to almost 7 were achieved. Therefore, the heat pump’s expected 

performance was validated for the different operating conditions required. 

Organic Rankine Cycle 

The aim is to build a lab-scale CHESTER system that is capable of delivering around 10 kWe 

power output. This defines the capacity of the ORC prototype that has to be designed and 

manufactured. To achieve this goal, a preliminary analysis and design of the ORC prototype 

system was carried out to define the most appropriate working fluid for the experiments and 

also the sizing and characteristics of the individual components. Furthermore, the concept of 

variable valve timing is investigated to optimize the built-in volume ratio for the specific 

working conditions of the CHEST system. The resulting system is shortly presented in this 

work. Finally, some preliminary results of the experimental investigations are shared. 

 
Figure 5: ORC prototype experimental test rig 

Figure 5 shows the final experimental test-rig. It consists of a piston expander, plate heat 

exchangers as condenser and evaporator, bypass valve over the expander, liquid receiver and 

a membrane pump. It is fully instrumented with pressure and temperature sensors over the 

main components and a Coriolis flow meter after the pump. The working fluid used is 

R1336mzz(E). 
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Figure 6: A schematic of the control system architecture for the ORC test rig 

Figure 6 represents a schematic of how the different control systems are connected. It also 

shows the flow of information from the sensors to the data and measurement acquisition 

system. All the devices are connected to a network switch to facilitate communication of data 

over a computer network. The switch itself is not mounted inside the cabinet. The switch is 

connected to a National Instruments (NI) chassis (NI CompactRIO), which is an embedded 

controller that reads signals from the individual NI modules mounted on the chassis. These 

NI modules are then connected to pressure and temperature sensors, the mass flow meter and 

the speed sensor for the piston movement. A Siemens PLC is used to control the expander 

drives and also the motor drives for the pump and the stepper motor. The control operating 

loop in LabView is shown in Figure 7. 
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Figure 7: LabView front panel interface indicating the state of the refrigerant at a given 

location 

The limits of the experimental campaign are given in Table 2. 

Table 2: Factors under consideration and corresponding limits 

Factors Levels 

Minimum limit Maximum limit 

RPM expander 800 1500 

RPM pump 600 1100 

Volume flow coolant (m³/h) 7 13.4 

T coolant (°C) 20 50 

T oil (°C) 125 135 

Mass flow oil (kg/s) 1.5 3 

Valve opening (degrees) 84 170 

The preliminary results of the experimental campaign are shown in Figure 8. In total, 86 

operating conditions are measured. The vertical line in the right figure indicates a change in 

working fluid charge. Left of the line, the system was charged with too much working fluid 

leading to a large subcooling (up to 20 °C). The measurements to the right correspond to an 

optimal charged system with subcooling of around 5 °C. A maximum power output of 

8.14 kWe was achieved for a working fluid mass flow rate of 6.0 kg/s. The optimal pressure 

ratio is indicated to be higher than 6; this is typically achieved for expander rotational speeds 

between 1000 and 1200 rpm. Furthermore, for the investigated conditions a valve position of 

around 150 ° gives the highest power output. 
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Figure 8: Example Ts diagram from the experiments (left), full dataset plotted in 

function of power and expander pressure difference (right) 

High Temperature Thermal Energy Storage 

The HT-TES is located between the HTHP and the ORC, coupling these two circuits and 

thereby creating the CHESTER system. The key component of the storage system is a LH-

TES unit. This is designed as a vertical shell and tube heat exchanger embedded in the PCM. 

This allows for condensation and evaporation of the working fluids in the tubes at small 

temperature differences with respect to the melting temperature of the PCM on the shell side 

in order to minimize entropy generation in the system. Figure 9 shows the T-s diagrams for 

the charging (HTHP circuit, left) and discharging (ORC circuit, right) modes. The upper 

temperature plateaus indicate the evaporation temperatures, while the lower plateaus indicate 

the condensation temperatures. The melting temperature of the PCM, shown with the dotted 

line at 133 °C, has a constant temperature difference to the isothermal evaporation 

temperature, which is a general advantage of latent heat storage technology. 

  

Figure 9: T-s diagram with charging mode using HTHP (left) and discharging mode 

using ORC (right) of the lab-scale CHESTER system at nominal point conditions 

For the LH-TES, a novel dual-tube heat exchanger storage concept has been developed. This 

dual-tube concept was necessary to separate the charging and discharging circuits. These use 

different working fluids and operating conditions, and as novel systems the HTHP and ORC 

systems could be independently optimized. Moreover, migration of refrigerant and lubricant 
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is avoided, as well as a reduction in the number of two- and three-way valves achieved. This 

reduces costs and simplifies the control systems. 

Axial aluminium fins connect the two tube systems and are immersed in the PCM storage 

media. These improve the heat transfer between the PCM and the working fluid in the heat 

exchanger tubes, since nitrate salts generally have a low thermal conductivity of about 

0.5 W/m/K [6]. In the desired temperature range, aluminium is a suitable fin material due to 

its compatibility with nitrate salts and low volumetric costs as well has high thermal 

conductivity and formability. The fin design was thermodynamically analysed and optimized, 

also considering manufacturing and cost constraints. The challenge is to obtain an extrudable 

fin shape, to avoid far-removed areas in the PCM volume and to achieve a low fin fraction. 

After the design was defined and refined for manufacturing, fin profiles were built and 

attached to the tubes. Figure 10 shows the two-dimensional temperature distribution over the 

cross-section of the dual tube heat exchanger during charging, obtained from a 

thermodynamic analysis, and a dual tube assembly consisting of two fin segments and two 

steel tubes. 

 
 

Figure 10: Simulated temperature distribution over the cross-section during charging 

(left) and dual tube assembly (right) 

The dual-tubes assemblies are connected to the headers and integrated into the storage 

containment. The heat exchanger is immersed vertically within the storage material. This 

allows for density changes and simplified flow during evaporation and condensation of the 

refrigerants. Similarly, volume change in the PCM during phase change from solid to liquid 

or reverse is allowed for by the axial fins. A technical drawing of the final storage design and 

an image of the LH-TES unit within the manufacturing process are depicted in Figure 11. 

In charging mode, the working fluid of the HTHP is condensed while flowing through the 

vertical heat exchanger in the LH-TES from top to bottom. Thermal energy is transferred 

from the working fluid over the steel tubes and aluminium fins to the PCM, which melts. 

Conversely, in discharging mode, the working fluid of the ORC enters the heat exchanger at 

the bottom. Due to the driving temperature difference, heat is transferred back from the PCM 

to the working fluid and the working fluid evaporates while flowing to the top. The PCM 

solidifies as thermal energy is extracted from the LH-TES. The PCM volume in the storage 

containment is under atmospheric pressure throughout the entire process. 
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Figure 11: Technical drawing of the final storage design (left) and LH-TES during 

manufacturing (right) 

For the experimental prototype testing, temperature sensors were placed on and around 

several dual-tubes as well as in selected areas of the PCM volume. After assembly in the 

laboratory, the LH-TES was thermally insulated and equipped with an electrical trace heating 

system to minimize heat losses during downtimes. The design parameters of the LH-TES unit 

are summarized in Table 3. 

Table 3: As-built design parameters of the LH-TES unit 

Property Quantity 

Storage capacity approx. 160 kWh 

Heat exchanger type Tube bundle with separate circuits for charging and 

discharging 

Heat exchanger configuration Vertical tube pairs integrated into the PCM volume and 

connected to the headers 

Effective tube length 3 m 

Storage material (PCM) Eutectic of KNO3 - LiNO3 (63% - 37%) 

PCM mass approx. 4400 kg 

After condensing in the LH-TES, the working fluid of the HTHP, during charging of the 

storage system, flows to the SH-TES. Here, sensible heat is dissipated by subcooling the 

working fluid and stored in the SH-TES. During discharging of the HT-TES, this stored 

thermal energy is used to preheat the working fluid in the ORC circuit before it is evaporated 

in the LH-TES. The SH-TES is designed as two-tank system with a hot and a cold tank. Due 

to its high specific heat capacity and low costs at the necessary operating conditions, water is 

used as the storage medium. During operation, hot tank water temperatures are above 100 °C; 

to prevent the storage medium from evaporating, both tanks are equipped with a nitrogen 
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pressure control system, keeping the SH-TES at 5 bar. A schematic and an image of the SH-

TES tanks can be seen in Figure 12. In charging mode, water is pumped from the cold tank 

through the subcooler of the HTHP, heated and stored in the hot tank. The volume change is 

thereby compensated by the nitrogen pressure control system. During discharging, water 

from the hot tank flows to the preheater heat exchanger of the ORC and back to the cold tank, 

as shown in Figure 1. 

  
Figure 12: SH-TES tanks as a schematic (left) and after manufacturing (right) 

In addition, both tanks are fitted with electric immersion heaters and internal heat exchangers, 

which are connected to a cooling water network. Thus, the water temperature can be adjusted 

between the charging and discharging process in order to generate reproducible results within 

the experimental analysis of the lab-scale system and increase the parameter testing range. 

The design parameters of the SH-TES tanks are given in Table 4. 

Table 4: Technical specifications of the SH-TES 

Property Quantity 

Storage capacity approx. 210 kWh 

Storage type Two-tank system with a hot and a cold tank 

Storage material Water 

Temperature range 40-135 °C 

Tank volume 2 m³ each 

Before integrating the HT-TES into the overall CHESTER system, the LH-TES unit has to be 

analysed on its own. For this purpose, the storage was connected to a stand-alone steam 

infrastructure designed for evaporation and condensation of organic fluids in a wide range of 

operating parameters. In order to determine the LH-TES characteristics, a test matrix for 

charging and discharging at different flow rates and pressures was developed. Another goal is 

to study the behaviour of the storage component for different operating modes and to validate 

the numerical models used during the design process. Currently, the test setup is being 

prepared and results are expected in the upcoming months. 

Summary/Conclusions 

A lab-scale CHESTER system connecting a HTHP and an ORC via a HT-TES has been 

designed and built and will be tested in the coming months. This system allows for flexible 

management of energy with fluctuating renewable sources being dispatched at times of demand. 

This novel system combines a HTHP operating at condensation temperatures up to 148 °C, an 

ORC that operates optimally at off-design conditions and a dual-tube LH-TES cascaded with a 
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SH-TES, allowing for testing of a wide range of system parameters. The testing campaigns for 

the HTHP and ORC have been successfully conducted and presented, providing a basis for the 

performance maps of the lab-scale CHESTER system. The HTHP, HT-TES and ORC 

prototypes will now be connected for full system characterization. 
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Abstract

Ejector design relies heavily on the use of thermodynamic models. Indeed, such simplified
models allow to assess ejector performance without the need of time-consuming experiments
or advanced numerical simulations. Those models remain however limited by the strong and
sometimes arguable assumptions they require. Most notably, the Fabri-choking has been the
prevalent criterion used to calculate on-design ejector operation. However, the compound-
choking has recently demonstrated to yield better matching with experimental results and ap-
pears to be an attractive alternative to the Fabri-choking. The present work aims at building,
based on this assumption, a new on- and off-design thermodynamic model for supersonic ejec-
tors using the compound-choking theory. First, the model is laid out and the integration of the
compound-choking criterion is explained. The link between Fabri- and compound-choking is
clarified by comparing the model with its Fabri-choking counterpart. Then, the characteristic
curves are calibrated onto R134a and air experimental data. Finally, an analytical study is per-
formed to show that imposing the compound-choking is actually equivalent to maximizing the
mass flow rate within the ejector.

Keywords: Supersonic ejector; real gas; compound-choking; Fabri-choking; thermodynamic
modeling.

Introdution
Much as they may offer a compelling alternative to traditional compression devices, ejectors
are nonetheless characterized by complicated fluid dynamics, and some of the mechanisms
at play within the ejector remain insufficiently understood, which hinders the performance of
the global system [1]. Though the most straightforward approach to acquire data might be
to perform experiments, such a strategy would not be economically advantageous as it would
require too much time and material resources [2]. Instead, numerical methods seem to be the
most profitable way to generate results, and thermodynamic models are the easiest and fastest
way to give a first rough appreciation of ejector performance and/or to design them.

Ejectors are passive devices composed of a primary nozzle embedded into a larger secondary
nozzle. They are used to suck and compress fluids. In the case of a supersonic ejector, the
primary stream reaches sonic conditions in the near vicinity of the primary nozzle throat. The
flow is consequently said to be choked, because the mass flow rate is independent of the down-
stream conditions. Complex turbulent mixing phenomena then occur in the mixing chamber;
the primary stream transfers a part of its energy and momentum to the secondary stream through
viscous shearing and suction into the low pressure jet [3]. During this process, the flow goes
through a series of oblique shock waves that interact with the shear layer, thus re-compressing
the fluid [4].

Because ejectors are used as entrainment devices, a convenient quantity to characterize their
performance is their entrainment ratio ω = ṁs/ṁp. To outline the different regimes of an
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Nomenclature

Alpha numeric symbols
ṁ Mass flow rate [kg.s−1]
A Area [m2]
a Speed of sound [m.s−1]
D Diameter [m]
G Mass flux [kg.m−2.s−1]
h Specific enthalpy [J.kg−1]
M Mach number [-]
p Pressure [Pa]
R Specific gas constant [J.(kg.K)−1]
s Specific entropy [J.(kg.K)−1]
T Temperature [K]
V Velocity [m.s−1]
x Horizontal coordinate [m]
Subscripts
0 Stagnation conditions
2 Diffuser inlet
c Setpoint back pressure
d Diffuser outlet
e Primary nozzle exit
guess Guessed value
h Hydraulic

is Isentropic conditions
m Mixed flow
max Maximum
N Normal shock
out Outlet conditions
p Primary flow
pol Polytropic
s Secondary flow
sat Saturated vapour conditions
t Primary throat
w Wall
y Hypothetical throat
Superscripts
∗ Critical conditions
Greek letters
β Compound-flow indicator [m2]
ε Error tolerance [-]
η Efficiency [-]
γ Heat capacity ratio [-]
ω Entrainment ratio [-]
ρ Density [kg.m−3]
τ Shear stress [kg.m−1.s−2]

ejector, it is convenient to draw its characteristic curves, which depict the evolution of the
entrainment ratio as a function of the back-pressure pout. Depending on the operating conditions
and on the internal geometry of the ejector, the secondary flow might become choked as well
[5]. One may typically define the critical pressure p∗out as the pressure at which the ejector
transitions from on-design (ω constant wrt. pout) to off-design (ω decreases with pout). If the
back-pressure is increased above a threshold value referred to as the breakdown pressure, the
primary flow reverses back into the suction chamber. This case corresponds to a malfunction of
the ejector. The interested reader can refer to the recent reviews of Besagni et al. [6] and Ameur
et al. [7, 8] for more details about the applications, functioning and modeling of supersonic
ejectors.

The first one-dimensional mathematical model of an ejector was introduced by Keenan et al.
[9] in 1950. It was based on the application of mass, momentum and energy conservation
equations, with the use of isentropic flow relations. This model has been used as a theoretical
basis in ejector design since then. Munday and Bagster [10] later proposed modifications to the
model of Keenan et al. [9]. Their theory assumed that the two streams conserve their integrity
up until a particular downstream section in the mixing chamber. It was postulated that an
hypothetical throat is formed by the primary flow and the ejector wall and that the secondary
stream reaches a sonic velocity at that particular location (Fig. 1). The two streams then mix
at constant pressure. This phenomenology is somewhat related to the choked secondary flow
pattern that was discovered experimentally by Fabri and Siestrunck [11] in 1958. Since the
presence of an hypothetical throat constitutes the basis of numerous mathematical models, the
choking mechanism associated with this regime is often referred to as Fabri-choking [12].
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Based on those early works, a number of first generation thermodynamic models were pro-
posed. However, those models could only predict the ejector performance at critical mode
operation. Thus, in 2013, Chen et al. [13] introduced a model to predict the ejector perfor-
mance under critical and sub-critical operational regimes. Their model was also based on the
presence of an hypothetical throat inside the constant area duct. For the sub-critical operating
regime, this hypothesis was conserved.

As pointed out by Lamberts et al. [14], the Fabri-choking is used as the foundation of most
thermodynamic ejector models, including the aforementioned ones [2, 10, 15, 16]. However,
the Fabri-choking has only been experimentally observed once, by Lamberts et al. [12]. In
addition, significant discrepancies remain between experiments and model predictions. Hence,
the Fabri-choking is not necessarily representative of the actual phenomena occurring inside of
a double-choked ejector. In their article, Lamberts et al. [14] described a new choking theory
for perfect gas based on the early work of Bernstein et al. [17] about the so-called compound-
choking theory. This theory [14] for perfect gas ejectors was then extended to real gas ejectors
by Fang [18] and Metsue [19] for CFD and thermodynamic modeling purposes, respectively.
Very recently, Croquer et al. [20] also validated the compound-choking for single-phase gas
refrigerants using both approaches.

In the present work, the compound-choking theory developed by Fang [18] is used for the first
time to build a real gas thermodynamic model for both on- and off-design operating regimes.
First, the ejector model is presented, along with the solving algorithm. The model of Chen et
al. [2] is modified to integrate the compound-choking theory. Then, the new model is used to
shed light on the relationship between the Fabri-choking and compound-choking criteria. It is
then calibrated on experimental data for supersonic ejectors working with R134a and air, and
the results are discussed. Lastly, it is demonstrated that using the compound-choking criterion
is actually equivalent to maximizing the total mass flow rate within the ejector working with a
perfect gas. The paper ends by some conclusions and future views.

Discussion and Results

Over the numerous thermodynamic models published in the literature, the model of Chen et al.
[2] is preferred as a basis for the present research, with some improvements. First, the primary
flow is solved by maximizing the mass flow rate instead of imposing a Mach number M equal
to unity at the throat, which constitute the primary definition of a choked flow. Most notably,
the secondary flow is using the compound-choking theory, instead of the Fabri-choking theory
commonly adopted by thermodynamic models.

The flow within an ejector is quite complex and thus often requires the use of assumptions
in order to solve the flow swiftly, which is the essence of thermodynamic models. The main
assumptions used in the present work are :

1. The flow is one dimensional, steady and adiabatic. The inlet (primary and secondary)
and outlet velocities are supposed to be negligible.

2. Friction losses along the walls and within the shear layer between the primary and
secondary streams are taken into account through isentropic efficiencies (Fig.1): ηp for
the primary nozzle (sections 0 → e); ηp,y for the friction losses undertaken by the
primary flow within the mixing chamber (sections e → y); ηs for the friction losses
undertaken by the secondary flow within the mixing chamber (sections 0 → y) and ηd
for the diffuser (sections 2→ d). The mixing losses between the primary and secondary
streams are taken into account by means of a loss coefficient ηm (sections y → m).
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Fig. 1: Schematic diagram of the ejector model (top half).

3. Real gas properties are retrieved from the tabulated database COOLPROP available in
the Python library.

4. Primary and secondary streams do not start mixing up until a particular section –that
will be referred to as mixing section– located inside the constant area duct. At that
location, both pressures are assumed to be equal. The location of the particular section
at which the mixing phenomenon begins is the location of the hypothetical throat that
is well described in the literature [21]. This section is compound-choked if the ejector
is working under critical regime.

A schematic of the ejector, along with the notations that will be used in the following is shown
in Fig. 1. Since the primary flow is assumed to be choked, the primary mass flow rate ṁp is
constant and does not depend on any downstream quantity (i.e. it only depends on the primary
stagnation conditions). The primary flow expands in the primary nozzle, and then further more
in the mixing chamber until it reaches section y. The secondary flow is also –separately–
expanded upon section y, and then only the mixing process starts. In other words, the two
flows are essentially independent up until reaching section y. It is important to note that the
position of the mixing section y is assumed to lie within the constant area section, whether or
not the ejector is working in the on- or off-design regime. Then, the two flows start to mix
at constant pressure, and are assumed to be completely mixed upon section m. If the flow is
supersonic at section m, it consequently goes through a normal shock at section N , located
in the constant area section as well. The flow thus reaches the diffuser inlet –section 2– at
a subsonic speed. It then further expands in the diffuser, where the flow velocity is further
decreased and the pressure recovered.

The flow in the primary nozzle can be solved from the stagnation conditions and the isentropic
efficiency governing the flow in this part. For the sake of conciseness, the thorough derivation
of the computation algorithm will not be presented here, as for a nozzle the equations are well
known. In order to solve the flow, the hypothesis of choked primary flow has to be used. The
classical way to impose such a condition is to set the Mach number to unity at the nozzle throat.
Although this is the approach taken in the model of Chen et al. [2], one prefers here to impose
the choking condition by the maximization of the mass flux. This approach presents two advan-
tages. First, one does not require to know the speed of sound at the throat for the computation
of the primary mass flow rate, which can sometimes be problematic for two-phase flows. Then,
if one considers a non-isentropic expansion, the sonic section is not actually located at the ge-
ometric throat of the nozzle, but rather at a certain distance downstream. Imposing a Mach
number equal to unity at the throat would consequently lead to an error in the computation of
the primary mass flow rate. By rather directly maximizing the mass flow rate, this problem is
avoided and the physical definition of a choked flow is preserved. Indeed, in the case of an
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isentropic nozzle flow, it can be shown that maximizing the mass flux is equivalent to imposing
M = 1 at the throat. The mass flux (i.e. the mass flow rate per unit area) is defined as :

G = ρV. (1)

Following an expansion from the primary stagnation conditions, one can compute G as a func-
tion of the primary pressure pp. Then, from the maximum mass flow rate per unit area Gp,max

and the throat area of the nozzle At, one can find the mass flow rate for the choked primary
nozzle by:

ṁp = Gp,maxAp,t. (2)

The throat thermodynamic state is then fully solved, as Gp,max provides the knowledge of the
throat pressure pp,t, which can later be used to find the throat enthalpy hp,t by using the defini-
tion of the isentropic efficiency ηp. The nozzle exit conditions are found by further expanding
the flow from the known state at the throat. Knowing the exit section area Ap,e, the exit state of
the fluid is found by using the mass and total enthalpy conservation equations.

The on-design conditions at section y (i.e. the mixing section) can be found using the
compound-choking criterion for real gas derived in [20], i.e.:

β = py

(
Ap,y

ρp,y V 2
p,y

(
1−M2

p,y

)
+

As,y
ρs,y V 2

s,y

(
1−M2

s,y

))
= 0, (3)

where the secondary flow properties at section y are computed from the secondary inlet condi-
tions and using the prescribed value of py (please refer to Croquer et al. [20] for more details).
Once the value of py is found with sufficient precision (i.e. β ≤ ε, with ε the error tolerance),
all properties at section y are known, and the secondary mass flow rate can be computed, which
allows to determine the on-design entrainment ratio ω = ṁs/ṁp. Fig. 2 shows the flowchart
of the on-design operation computational algorithm. Note that the procedure to compute the
critical back pressure will be presented hereafter. One now proposes to review the off-design
part of the model, which implies solving the flow up until the ejector exit section d. This part
of the model also allows one to compute the critical back pressure, that is at the on-off-design
interface. Under sub-critical operation, the ejector performance depends on downstream con-
ditions (i.e. the back pressure pout). Indeed, if the ejector is operating in the off-design regime,
information will travel from the end of the diffuser up to the mixing section. This will have
the effect of rising the mixing pressure py compared to when the ejector works in the on-design
operation, therefore modifying the secondary mass flow rate. The entrainment ratio will thus be
dependant on the back pressure. As a reminder, the condition for the ejector to be in on-design
regime is given by:

pout < p∗out, (4)

where p∗out is the critical back pressure. Hence, the critical back pressure has to be computed to
assess the operating regime. First, the thermodynamic states and velocities of the primary and
secondary flows are computed using the on-design model, that is, using the compound-choking
theory. Then, properties are computed at section m, that is the particular section located inside
the constant area duct at which primary and secondary flows are assumed to be completely
mixed. State m therefore constitutes one single state, without any distinction between the two
flows.

As was noted by the authors, the model of Chen et al. [2] does not ensure mass conservation
between sections y and m. Therefore, the assumption of constant mixing pressure in [2] is
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such that

Update

until

Yes

No Adjust

Fig. 2: Flowchart of the model for on-design operations using the compound-choking
criterion (see Fig.1 for the notations).

here lifted and replaced by the mass conservation equation. This implies that an additional
term has to be added to the momentum conservation equation, to take into account the pressure
difference between sections m and y. State m is therefore defined by four equations, that are,
the equations for the conservation of mass and total enthalpy, an equation of state provided by
COOLPROP and the momentum conservation equation where one applies the mixing efficiency
ηm to model mixing related losses:

Vm = ηm
ṁpVp,y + ṁsVs,y + (py − pm)Ay

ṁp + ṁs

. (5)
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Note at this point that ηm does not need to be a linear function of pout as it was the case for the
model of Chen et al. [2]. Instead ηm is assumed to be constant.

After the mixing, the flow may or may not be supersonic. Therefore, if the flow is supersonic
at section m, it was chosen to re-compress it through a single normal shock located at the
end of the constant area duct (section N ). Note that sections m, N and 2 are virtually at the
same location, but were drawn separately in Fig. 1 for the sake of readability. The flow across
the eventual shock is solved by applying, once again the mass, momentum and total enthaply
conservation equations, as is commonly done. State 2 being then fully defined, the last step is to
solve the flow within the diffuser. To this end, the classical definition of the diffuser isentropic

Fig. 3: Flowchart of the model for off-design operations (see Fig.1 for the notations).
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efficiency ηd is used along with the total enthalpy conservation equation. One has:

pd = p(hd,is, s2) with hd,is = h2 + ηd
V 2
2

2
, (6)

where one also used the fact that the end pressure for the isentropic expansion is the same
as that of the non-isentropic one. If the ejector is double-choked, the computed pressure pd
actually corresponds to the critical back pressure p∗out, and if the ejector is under sub-critical
regime, pd = pout.

For a given back pressure pc, one can now determine if the ejector works in the on- or off-design
regime. For the latter case, the pressure at the end of the diffuser must match the back pressure,
which requires to solve the flow in an iterative way until finding the pressure py that satisfies :

pd − pc
pc

< ε, (7)

with ε the error tolerance. As mentioned previously, the mixing pressure py gets higher as the
back pressure gets higher when the ejector is working in the off-design regime. Pressure py is
therefore updated at each iteration until satisfying Eq. (7). Fig. 3 summarizes the computation
algorithm of the new off-design model.

It is now proposed to explain in more details the link between Fabri-choking and compound-
choking. To do that, the air ejector geometry of the test bench at Université catholique de
Louvain and considered by Lamberts et al. [12, 14] is modeled for pp,0/ps,0 = 4.5 and with
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Fig. 4: Comparison between Fabri-choking and compound-choking for pp,0/ps,0 = 4.5.
The working fluid is air and ηm = 0.92. The positions of the critical conditions have been
highlighted on the curve with black (compound) and grey (Fabri) dots.
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ηm = 0.92. All other efficiencies are set to 1. Fig. 4 presents the evolution of the entrainment
ratio as a function of the mixing pressure. As a reminder, ω can be computed as a function
of the mixing pressure and the stagnation conditions only. Then, the positions of the critical
conditions can be located for both choking criteria. Those are represented by dots on the curve.
One can now clearly see why the compound-choking criterion systematically predicts higher
entraiment ratios than the Fabri-choking criterion. Indeed, the entrainment ratio predicted by
the compound-choking is located exactly at the maximum of the curve. This means that, if
the transformations are isentropic until the mixing section, satisfying the compound-choking
criterion will lead to the maximization of the total mass flow rate within the ejector. Indeed,
since the primary flow is choked, maximizing ω is equivalent to maximizing ṁs and therefore
ṁp + ṁs.

On the other hand, the Fabri-choking mixing pressure at the critical condition p∗y is slightly
lower than that of the maximum, and as one gets further into the off-design part of the char-
acteristic curves, the mixing pressure py gets higher. Hence, starting from the Fabri-choking
critical point (Fig. 4) and following the curve towards the right, one eventually reaches the
maximum (i.e. the compound-choking critical point). By the same token, it is the authors
understanding that other thermodynamic models based on the Fabri-choking criterion should
logically present overshoots. Note that those spurious overshoots will be observed and further
discussed in the following.

Next, it is proposed to calibrate the model onto R134a and air experimental data. To calibrate
the characteristic curves for ejectors working with R134a, the experimental data of Garcia
del Valle et al. [22] are used as reference. Three different geometries were presented in the
original article. However, they differ only in shape; the areas at the sections of interest (Fig.
1) are equal. For this reason, only one ejector can be modeled using the present 0-D model.
The relevant ejector dimensions are thus Dt = 2.0 [mm], De = 3.0 [mm] and Dy = 4.8 [mm].
The stagnation conditions for the experiments are (Tsat)p,0 = 84.38◦C and (Tsat)s,0 = 10◦C
with a superheating of 10◦C. It was found that an accurate calibration could be performed by
using only three parameters, that are, ηp = 0.977, ηs = 0.89 and ηm = 0.813. The value of ηp,y
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(a) Ejector of Garcia del Valle et al. [22].
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Fig. 5: Characteristic curves obtained for R134a with ηp = 0.977, ηs = 0.89 and ηm =
0.813. Comparison between the present thermodynamic model and CFD/experimental
data.
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and ηd are thus maintained to 1. Note that these values appear to be plausible for real ejectors.
Indeed, the primary nozzle flow is almost isentropic and the secondary flow slightly less due to
the more complex geometry. The most limiting factor remains the mixing efficiency. Fig. 5a
shows the results of the calibration, along with the CFD results obtained by Croquer et al. [20].
The model fits quite well the experimental data of Garcia del Valle et al. [22], even better than
the CFD results that tend to overestimate the entrainment ratio.

To determine if the calibration stays accurate for other geometries and operating conditions,
one proposes to plot the characteristic curves for the ejectors of Hakkaki-Fard et al. [23] us-
ing the calibration parameters found for the ejector of Garcia del Valle et al. [22]. The three
ejector geometries (Ejectors I, II and III) and associated operating conditions that were tested
experimentally can be found in the original article of Hakkaki-Fard et al. [23]. Fig. 5b shows
the results for the three ejectors. One can observe that, although the model does not predict the
entrainment ratio as accurately as for the ejector of Garcia del Valle et al. [22], it nevertheless
gives a good approximation. The model appears to underestimate the on-design entrainment
ratio, but the off-design part of the characteristic curves seems to fit quite nicely. More pre-
cisely, the slopes of the off-design curves are quite accurate, and the model even overlaps the
experiments for Ejector I.

As a last step, it is proposed to perform an analytical study on the compound-choking criterion
in the frame of non-isentropic perfect gas flows. The aim is to demonstrate the connection
between the compound-choking criterion and the maximization of the mass flow rate within an
ejector, which could be put in parallel with the definition of choking in the classical sense, i.e.
for a simple nozzle.

First, one may develop the equations for non-isentropic nozzle flows for perfect gases. In order
to obtain an analytical solution for this problem, one will consider a polytropic efficiency, noted
ηpol defined as:

ηpol =
dh

dhis
, (8)

since one only deals with expansions. In the previous sections, isentropic efficiencies were
used because these are more suited for global transformations. However, these two types of
efficiencies (isentropic and polytropic) can be linked and have the same global effect. The
conservation equations in a control volume can be written as:

dρ

ρ
+
dV

V
+
dA

A
= 0, (9)

ρV dV + dp+ 4τw
dx

Dh

= 0, (10)

dh0 = dh+ V dV = 0. (11)

After some algebra that will not be presented here for the sake of conciseness, one may obtain
the differential equation linking the Mach number to the cross-section area:

dM

M

1−(ηpol−1)(γ−1)

ηpol
M2 − 1

1 + γ−1
2
M2

=
dA

A
. (12)

The throat is defined as the location in the nozzle where dA = 0 and this last equation shows
that this will occur for a Mach number Mt =

√
ηpol

ηpol+γ(1−ηpol)
which is different from unity
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when ηpol < 1. This means that, as soon as the flow becomes non-isentropic, the flow does
not reach sonic conditions at the throat when it is choked but somewhere further down the
divergent. When the flow is considered to be non-isentropic, one can thus not use the unity
Mach number at the throat as choking condition.

Next, the compound-choking criterion is re-defined so as to take losses into account via the
polytropic efficiency. One considers a flow with several separate streams under the following
assumptions:

1. The flow is one dimensional, steady-state and adiabatic.
2. There is no mixing between streams.
3. The pressure is constant between streams at each cross section.
4. The transverse pressure gradient caused by the streamline curvature is negligible.

One may then define, after some algebra, the compound indicator β similarly to what was done
by Bernstein et al. [17]:

β =
dA
dx

d(ln(p))
dx

, (13)

=
∑
i

Ai
γiM2

i

(
ηpol,i −M2

i (1− (ηpol,i − 1) (γi − 1))
)
, (14)

=
∑
i

Ai
γi

[
ηpol,i

(
1

M2
i

− 1

)
− γi(1− ηpol,i)

]
. (15)

This expression can be verified to match the expression from Bernstein et al. [17] for the case
ηpol,i = 1. It can be shown through a compound wave analysis that this indicator must be equal
to 0 for the compound flow to be choked.

From the compressible flow theory, when a flow is choked, its mass flow rate is maximized.
Hence, if the compound-choking is the actual choking mechanism, it should be equivalent to
maximizing the mass flow rate within the ejector. Since the primary mass flow rate is fixed, as
the primary flow is itself choked in the primary nozzle, maximizing the mass flow rate in the
ejector is equivalent to maximizing the secondary mass flow rate. Since the choking criteria
(Fabri- or compound-choking) are destined at finding the pressure at the mixing section py such
that the ejector is choked, the mass flow rate has to be maximized with respect to this pressure.
To this end, the derivative of ṁs with respect to py can be computed. One may find:

∂ṁs

∂py
=

ṁs

As,ypy

[
As,y
γs

(
ηpol,s

(
1− 1

M2
s,y

)
− γs(ηpol,s − 1)

)
+
Ap,y
γp

(
ηpol,p

(
1− 1

M2
p,y

)
− γp(ηpol,p − 1)

)]
.

(16)

This last expression can be compared to the expression of the compound-choking indicator β
obtained in Eq. (15), taken for 2 streams at section y:

∂ṁs

∂py
= − ṁs

As,ypy
β. (17)

Thus, it shows that applying the compound-choking criterion, i.e. β = 0 to an ejector is similar
to maximizing the total mass flow rate within this ejector. More fundamentally, this shows
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that the choking mechanism at play in a supersonic ejector is the compound-choking. Indeed,
the flow within a device is choked if the mass flow rate is maximized. Since maximizing the
mass flow rate and applying the compound-choking criterion yield the same result, both must
be equivalent.

To demonstrate the improvement that constitutes the compound-choking, one proposes to com-
pare characteristic curves obtained using the compound-choking as defined by Eq. (3) with the
curves obtained by maximising the mass flow rate at critical conditions. This is done by cali-
brating the model onto experimental data obtained using the air ejector test bench at Université
catholique de Louvain. Using Eq. (3) (Fig. 6a), one can observe that the spurious overshoot
that was previously mentioned in the case of the Fabri-choking curves is also present in the
compound-choking curves. This is actually due to the fact that, as explained in Croquer et
al. [20], the compound-choking criterion as expressed in Eq. (3) is not rigorously correct if
one considers non-isentropic flows. Fig. 6b shows the corrected version of the characteristic
curves. Obtaining those corrected curves is actually rather straightforward, as one only needs
to locate the maximum of the overshoot (in this case, in Fig. 6a), which indicates the location
of the critical point and therefore of the on-design plateau. Note however that ηs = 0.71 in Fig.
6b for a better fitting of the experimental data.

1.0 1.2 1.4 1.6 1.8 2.0

pout/ps,0

0.0

0.2

0.4

0.6

0.8

1.0

ω

pp,0/ps,0 = 4.5

pp,0/ps,0 = 3.5

pp,0/ps,0 = 2.5 Model

Experiment

(a) Curves with overshoot (ηs = 0.75)

1.0 1.2 1.4 1.6 1.8 2.0

pout/ps,0

0.0

0.2

0.4

0.6

0.8

1.0

ω

pp,0/ps,0 = 4.5

pp,0/ps,0 = 3.5

pp,0/ps,0 = 2.5 Model

Experiment

(b) Corrected curves (ηs = 0.71)

Fig. 6: Characteristic curves obtained for the air ejector test bench of Université
catholique de Louvain with ηp = 0.977 and ηm = 0.95. Comparison between the present
thermodynamic model and new experimental data.

Conclusions

In this paper, a new real gas thermodynamic model was presented. It can be calibrated by
means of multiple efficiencies. Although the model was only validated in the case of single-
phase ejectors, it is foreseen to use this model for two-phase ejectors as well. This will be the
subject of further studies.

First, a modified version of the model of Chen et al. [2] was implemented. As opposed to
most models that can be found in the literature, it uses the compound-choking criterion derived
from the theory of Bernstein et al. [17], successfully applied to explain the choking mecha-
nism in supersonic ejectors by Lamberts et al. [14, 24], and further developed in the frame
of real gas ejectors by Fang [18] and Metsue [19]. Rather than assuming constant mixing
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pressure and using a variable mixing efficiency as in the model of Chen et al. [2], the mass
conservation equation was re-introduced into the mixing model. The decrease in performance
in the off-design regime is thereby modeled by pressure effects within the constant area duct.
The new model was then used to perform an analysis on the connections between the Fabri-
choking and the compound-choking. Despite the fact that the Fabri-choking seems to be the
most straight-forward approach to model ejector entrainment limitation, it actually does not
lead to the maximization of the mass flow rate within the device, which is in contradiction with
the definition of a choked flow.

The model was validated for single-phase R134a (ejectors of Garcia del Valle et al. [22] and
Hakkaki-Fard et al. [23]) and air (ejector of Université catholique de Louvain) flows. A good
fitting ability was obtained for both fluids by using only three fitting parameters.

Lastly, an analytical study on the compound-choking criterion in the frame of non-isentropic
perfect gas ejector flows showed that the use of the compound-choking criterion leads to the
maximization of the total mass flow rate within the ejector. This is in accordance with the
definition of choking for a simple nozzle (i.e. the maximization of the mass flow rate).

Future works include the validation of the present model for two-phase ejector predictions,
especially those working with CO2. The objective will be then to couple it to a model for a
transcritical CO2 heat pump and to assess the benefit of integrating an ejector on the perfor-
mance of the whole cycle.
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Abstract  

The shift towards renewable energies leads to an increased interest in heat pumps, not only for 

floor heating at temperatures around 40 °C, but also for providing hot water at higher 

temperatures (> 60 °C). To reach the goal of a climate neutral process it is important to use 

working fluids with a low global warming potential (GWP). Zeotropic mixtures are discussed 

to potentially increase the coefficient of performance (COP) of a heat pump compared to pure 

fluids. This is examined here for mixtures of two refrigerants. The present work experimentally 

analyses a compression heat pump process of such fluids; five mixtures of propane and 

isobutane are investigated here. The influence of composition, compressor speed, inlet 

temperature of the working fluid into the evaporator and the inlet temperature of the secondary 

fluid water into the condenser are researched. Besides the COP, the exergetic losses of the 

components are evaluated, to find possibilities for improvements.  It is shown that the COP for 

a temperature lift of 33 °C are above 3 for the mixtures, while at a higher temperature lift of 

53 °C the COP is around 2. Furthermore, a strong impact of the compressor efficiency on the 

process was found. This leads to the fact that the advantage of zeotropic refrigerant mixture 

building is often limited by the operating characteristics of the compressor. 

Keywords: thermal heat pump, hydrocarbon refrigerants, refrigerant mixtures, higher 

temperature lift. 

Introduction/Background 

Heat pumps gain importance due to the shift towards renewable energies and the shift from 

chemical to electrical heating. At the same time, the fluorocarbons have to be replaced as 

working fluids, due to their global warming potential (GWP) [1]. Natural refrigerants like 

hydrocarbons are an option to replace them. Hydrocarbons are investigated as working 

fluids [2], due to their low GWP and their high availability. Further, zeotropic refrigerant 

mixtures are a good way to achieve lower exergetic losses in heat exchangers. While heat 

pumps are mainly used for low temperature lifts, the interest in higher temperature heat pumps 

(HTHP) rises [3], which provide secondary fluid exit temperatures of 50 °C to 100 °C. For 

example, the warm water distribution with a needed temperature of around 60 °C is a possible 

application for an HTHP. With them, higher efficiencies of energy usage and lower CO2 

emissions in the domestic section can be reached, when the electrical energy is provided from 

renewables.  

In the field of water heating Zhang et al. [4] evaluated the COP of a process depending on the 

pipe length of the heat exchangers and the refrigerant amount. They used ambient air as the 

heat source and R22 as the refrigerant. The temperature of the secondary fluid was increased 

to 55 °C and the COP showed a strong dependency on the temperature of the ambient air and 

the charge of the system. 

The authors Chaichana et al [5] compared the hydrocarbons propane, propene, isobutane, and 

n-butane as refrigerants for a solar-powered heat pump for the provision of hot water, varying 

the evaporation and condensing temperature. The mass flow rates, operating pressures, 
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compressor inlet temperatures and COP were compared. Propane and propene showed good 

performance in their study for condensing temperatures of up to 70 °C. 

The authors Chang et al [6] also compared the pure fluids isobutane, n-butane, propane and 

propene. They considered the zeotropic mixtures of isobutane/propane and n-butane/propane. 

The substances were compared in a test plant at low secondary fluid temperatures of 21.1 °C 

in the condenser and 8.3 °C in the evaporator. The mixture isobutane/propane (mass ratio 

50/50) led to a 7 % higher coefficient of performance compared to the reference case with R22. 

The mixture of n-butane/propane (mass ratio 75/25) increased the COP by about 11 %. 

Park et al [7] investigated propane and propene as pure refrigerants as well as the mixture of 

these two substances, also as an alternative to R22. In addition, a ternary mixture of 

propane/propene/DME was measured. They found an increase in the COP for each used 

refrigerant except for pure propane, with the ternary mixture showing the highest increase of 

5.7 %. 

Bamigbetan et al [8] investigated a cascade heat pump that can provide energy at 115 °C to use 

residual heat. This heat pump cascade was operated with propane and butane and has a heating 

capacity of 20 kW. They concluded that this heat pump cascade with an average COP of 3.1 at 

a temperature range of 58-72 °C is a better alternative than electric heating or a gas boiler. 

As mentioned in the reviews [2-3], the experimental study of HTHP especially with 

hydrocarbons was not carried out often, but is promising like the brief literature review showed. 

Thus, the present work evaluates propane/isobutane mixtures as working fluids, using heat 

from water at environmental conditions and delivering secondary fluid enthalpy flows at 40 °C 

or 60 °C. 

 

The used simple compression heat pump system consists of a compressor, an evaporator, a 

condenser, an expansion valve, and a refrigerant reservoir. The simplified process is shown in 

Figure 1. 

 
 

Fig 1: Schematic View of the used compression heat pump. 
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Water was used as the secondary fluid in the heat exchangers, its temperature can be elevated 

up to 60 °C, although this was varied in the experiments. In the evaporator, water with an inlet 

temperature of 17 °C was used throughout. A semi-hermetic reciprocating compressor with a 

maximum power consumption of 2.2 kW increases the pressure. In the reference case, it rotates 

at a speed of 1500 min-1 and can be varied between 1050 min-1 and 2100 min-1. The throttling 

is realised with the help of a needle valve. This creates a controllable pressure drop, which, due 

to the fine adjustment of the needle valve, ensures a wide range of refrigerant utilisation. The 

evaporator is a double-tube heat exchanger with an inner tube diameter of 10 mm (wall 

thickness: 1 mm) and an inner diameter of the outer tube of 16 mm. This results in an annular 

gap of 2 mm in which the water flows. The evaporator has a length of 14 m. The condenser is 

also a double-tube heat exchanger with an annular gap of 2 mm and an inner tube diameter of 

the outer tube of 19 mm. The condenser has a total length of 22 m. 

For monitoring and evaluating the processes, 6 pressure sensors and a total of 38 temperature 

sensors are installed in the system. The pressure sensors are located at the inlet and the outlet 

of the main components of the system (evaporator, compressor, condenser and expansion 

valve). A temperature sensor is also installed at each of these points. The temperatures of the 

inlets and outlets and the mass flow of the secondary fluid are also recorded. The remaining 

temperature sensors are installed in the heat exchangers. Thus, the temperature profile inside 

the heat exchangers can be recorded and evaluated, regarding the temperature glide.  

The present work deals with the influence of the mixture composition of propane and isobutane, 

the evaporator inlet temperature, the compressor speed, and the condenser inlet temperature of 

water. For this purpose, these parameters were varied while the inlet temperature of the 

secondary fluid into the evaporator and the temperature difference of the water in the condenser 

were kept constant. The process values set in this way are shown in Table 1. 

 

Table 1: Investigated process boundary conditions. 

 

Parameter Used values 

Mole fraction isobutane, xC4H10 0, 0.25, 0.5, 0.75, 1 

Compressor speed, nComp 1500 min-1, 1050 min-1 

Working fluid inlet temperature evaporator, TEvap, in 0 °C, 4 °C, 8 °C 

Secondary fluid inlet temperature evaporator, TEvap, sf, in 17 °C 

Secondary fluid inlet temperature condenser, TCond, sf, in 40 °C, 60 °C 

Secondary fluid temperature difference condenser, ΔTCond, sf 10 °C 

Secondary fluid outlet temperature condenser, TCond, sf, out 50 °C, 70 °C 

Temperature lift, TLift 33 °C, 53 °C 

 

 

The temperature lift is defined as the effective total temperature difference achieved between 

the evaporator inlet and the condenser outlet temperature of the secondary fluid. Thus, the 

temperature lifts are 33 °C and 53 °C. 

The target mole fractions of 0.25, 0.5 and 0.75 that are filled into the system, did not correspond 

to the mixtures circulating during operation. These differed somewhat because the more 

volatile propane accumulated in the gas phase of some parts of the system, such as the 

refrigerant reservoir. So, the circulating mixture contains a higher amount of isobutane. The 

composition of the circulating mixture was determined with the help of the assumption that the 
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expansion valve is isenthalpic and thus the mole fractions could be calculated iteratively with 

the data from RefProp, until the enthalpy of a composition before and after the expansion valve 

were the same. 

In the following, the most important equations necessary for the evaluation of the experimental 

data will be discussed. The COP is defined as the ratio of the determined heat flow rate 

transferred to the secondary fluid to the consumed compressor power: 

 

COP 𝜀H  =  
�̇�H,sec.  fluid

�̇�el

                                                    (Eq. 1) 

 

To analyse the process details, the exergetic losses are examined. These are generally 

determined by the difference between incoming and outgoing exergy flow. The exergies, 

neglecting kinetic and potential energy, are given by: 

 

�̇�i =  �̇�i ∙ (ℎi − ℎu − 𝑇u ∙ (𝑠i − 𝑠u))                                          (Eq. 2) 

 

An ambient (subscript: u) temperature of 25 °C and an ambient pressure of 1 bar were used in 

this work as dead state. Using Eq. 2, the incoming and outgoing exergy flow can be determined 

for each component and the difference can be calculated as exergy destruction. 

Various efficiencies can be defined for the compressor to characterise it. In the present work, 

on the one hand the electro-mechanical compressor efficiency is used with: 

 

𝜂Comp =  𝜂Comp,el ∙ 𝜂Comp,mech =
𝑃Comp,working fluid

𝑃Comp,el
                      (Eq. 3) 

 

It represents the ratio of the power delivered to the fluid and the power consumed by the 

compressor and takes the mechanical and electrical losses in the compressor into account. On 

the other hand, the global compressor efficiency is defined, which considers all losses including 

the isentropic efficiency of the compressor: 

 

𝜂Comp,global =  𝜂Comp.el ∙ 𝜂Comp,mech ∙ 𝜂Comp,is                             (Eq. 4) 

 

To analyse the volumetric compressor efficiency, the delivery ratio is defined as the quotient 

of the effective volumetric flow rate into the compressor and the geometrically highest possible 

volumetric flow rate: 

𝜆Comp =   
�̇�Comp,in

�̇�theoretical

                                                     (Eq. 5) 

 

The refrigerant mass flow was determined from the energy balance across the evaporator, 

which was assumed to be adiabatic because of the small temperature difference to the 

environment. Thus, the mass flow can be calculated from: 

 

�̇�working fluid =  �̇�Evap,sec.  fluid  ∙  
(ℎEvap,sec.  fluid,in − ℎEvap,sec.  fluid,out)

(ℎEvap,working  fluid,in − ℎEvap,working  fluid,out)
  (Eq. 6) 
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Discussion and Results 

First, the influence of the mixture composition, the compressor speed and the temperature lift 

on the COP is shown for different operating points. In Fig. 2 the COP is plotted as a function 

of the isobutane mole fraction for four combinations of compressor speed and temperature lift. 

The evaporator inlet temperature is 4 °C for all points. 

 

Fig 2: COP εH depending on the mole fraction of isobutane for TEvap, in = 4 °C. 

 

The values for pure propane (mole fraction of 0) could not be recorded, because the maximum 

pressure in the system exceeded the limit of 20 bar for a temperature lift of 53 °C. A COP 

between 2.54 and 3.73 are found for the lower temperature lift of 33 °C. These COPs are higher 

than those for a higher temperature lift, where values between 1.28 and 2.29 are observed. Pure 

isobutane leads throughout to the lowest COPs; the highest COPs are found for mole fraction 

of 0.25. Like mentioned before, the circulating mole fraction differed from 0.25 and was 

determined to be 0.267. The COP for pure propane as refrigerant is higher than for pure 

isobutane, the latter COPs always being the lowest of a series. The lower COPs for higher 

temperature lifts are as expected from the Carnot efficiency.  

The use of the zeotropic mixture increases the COP compared to the pure refrigerants. This can 

be attributed to the temperature glide that occurs with mixtures, leading to a better matching 

between working fluid temperatures and secondary fluid temperatures. This reduces the exergy 

losses in the heat exchangers, as will be discussed later. With the rising temperature glide, the 

temperature difference between refrigerant and secondary fluid is lower and, in addition, the 

pressure ratio in the compressor decreases. As an example, the measured temperature glides in 

the condenser are plotted in Fig. 3 as a function of the isobutane mole fraction for a compressor 

speed of 1500 min-1 and an evaporator inlet temperature of 4°C. 
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Fig 3: Temperature glide in condenser depending on isobutane mole fraction at TEvap, in = 4 °C 

and nComp = 1500 min-1 for both temperature lifts. 
 

As expected from theory and the fluid properties, the highest temperature glide is found at a 

fraction of 0.527. It is 5.94 °C for a temperature lift of 53 °C and 6.95 °C for 33 °C. The small, 

but not vanishing temperature glide for the pure fluids is caused by the pressure drop in the 

condenser. In general, the temperature glide is larger at lower temperature lifts of the heat pump 

(33°C here), because the condensation pressure is lower and thus the difference between 

boiling point and dew point is increased. In general, higher temperature glides leads to higher 

COPs, due to the lower exergy losses. By comparing Fig. 3 and Fig. 2, it can be noticed that 

the operating point with the highest COP is not at the mixture with the highest temperature 

glide, but at a mole fraction of 0.267. This is, because the positive effect of the temperature 

glide is superimposed by the variation in compressor efficiency with composition; this is 

another important influencing variable.   

To examine the influence of the compressor, the change of the COP with the compressor speed 

can be considered first by regarding Fig. 2 once more. It is seen that the influence of the 

compressor speed is changing between the low and the high temperature lift. For a high 

temperature lift the COP increases for the lower speed, while for the 33 °C lift, the opposite 

behaviour is observed, and the coefficient is reduced. The increase of the COP can be explained 

by a reduction in the losses in the compressor, e.g., smaller piston speeds and thus lower friction 

losses lead to higher efficiencies in the compressor. To take a closer look at the opposing 

behaviour, Table 2 shows the compressor efficiency from Eq. 3 working with the pure fluids 

as a function of the compressor speed and the evaporator inlet temperature at a temperature lift 

of 33 °C.  
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Table 2: Electro-mechanical compressor efficiencies with the pure fluids for two TEvap, in and 

compressor speeds for TLift = 33 °C. 

Fluid  Propane  Propane  Isobutane  Isobutane  

nComp (min-1)  1050  1500  1050  1500  

T Evap, in (°C)  ηComp (-)  ηComp (-) ηComp (-) ηComp (-) 

0  0.953  0.958  0.715  0.792  

4  0.982  0.959  0.792  0.823  

 

Table 2 shows that the electro-mechanical compressor efficiencies are higher for propane than 

for isobutane. The efficiencies for propane are in a narrow range between 0.95 and 0.982, while 

for isobutane the variation is larger with values between 0.71 and 0.82. Furthermore, an 

increase in the evaporator inlet temperature leads to an increase in the compressor efficiency. 

The opposing behaviour of the heat pump running with propane and isobutane with decreasing 

compressor speeds also gets clear. For example, at an evaporator inlet temperature of 4 °C, the 

efficiency for propane increases by 2.34 % from 0.959 to 0.982, when the compressor speed is 

reduced. For isobutane the efficiency decreases by 3.91 % from 0.823 to 0.792. Such changes 

in the compressor efficiency directly influence the COP of the process. It gets clearer if �̇�el 

from Eq. 1 is expressed with the total compressor efficiency: 

 

COP 𝜀𝐻  =  𝜂Comp,total  ∙  
�̇�H,sec.  fluid

�̇�working fluid ∙ (ℎComp,out − ℎComp,in)
                 (Eq. 7) 

 

In addition to this direct influence on the COP through the efficiency, the operating 

characteristics also influence the mass flow rate and thus the process. To examine this 

influence, the refrigerant mass flowrate, the density at the inlet of the compressor and the 

delivery ratio of the compressor for a temperature lift of 33 °C are given in Table 3.  

 

Table 3: Data for the refrigerant mass flow rate, the delivery ratio and the density at the 

compressor inlet depending on the isobutane mole fraction at nComp = 1500 min-1 and 

TLift = 33 °C 

xC4H10 (-) ρComp, in (kg/m3) �̇�𝐰𝐨𝐫𝐤𝐢𝐧𝐠 𝐟𝐥𝐮𝐢𝐝 (kg/s) λComp (-) 

0  9.75  0.0110  0.7299  

0.267  8.09  0.0092  0.7312  

0.527  6.59  0.0074  0.7225  

0.778  5.26  0.0057  0.6979  

1  4.15  0.0044  0.6763  
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With increasing isobutane mole fraction, the density of the mixture entering the compressor, 

as well as the refrigerant mass flow rate, decreases. This occurs almost linearly with the 

increase in isobutane content. The delivery ratio of the compressor is non-linear. It has a 

maximum of 0.7312 for an isobutane fraction of 0.267 and decreases slightly towards pure 

propane and stronger towards pure isobutane. A high delivery ratio means a better utilisation 

of the compressor in term of the effective volumetric flow rate compared with the theoretically 

reachable volume flow rate (see Eq. 5). Also, a lower pressure ratio is obtained for high Comp. 

These two facts, in turn, lead to a higher compressor efficiency.  

The high delivery ratio at a mole fraction of 0.267 and the slight decrease in refrigerant mass 

flow rate lead to a high COP. Especially the refrigerant mass flow directly influences the 

coefficient via the heat flow rate in the condenser. To underline this fact, the heat transfer per 

mass of working fluid in the condenser is shown in Fig. 4 for one example as a function of 

isobutane amount. 

 

Fig 4: Specific heat in the condenser depending on the isobutane mole fraction at 

nComp = 1500 min-1, TLift = 33 °C and TEvap, in = 4 °C. 

 

The course of the heat transfer per mass of working fluid in the condenser with increasing 

isobutane content is similar to the course at the same conditions in Fig. 2. In both figures the 

maximum is at a mole fraction of 0.267 and decreases slightly towards pure propane and 

stronger with more isobutane. This behaviour can be explained by the condensation enthalpy 

of the respective mixture. This enthalpy makes up the largest part of the heat transfer to the 

secondary fluid in the condenser. The condensation enthalpies associated with the temperature 

glides shown in Fig. 3, and the heat flows in the condenser (related to the working fluid) are 

shown in Table 4. The boundary conditions are the same as in Fig. 4 
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Table 4: Condensation enthalpy, heat flow in the condenser and temperature glide depending 

on the isobutane mole fraction at nComp = 1500 min-1, TLift = 33 °C and TEvap, in = 4 °C. 

xC4H10 (-) ∆hCond (kJ/kg) �̇�𝐇 (𝐤𝐖) TG (°C) 

0  288.55  4.06 0.286  

0.267  310.15  3.41 5.706  

0.527  315.92  2.73 6.947  

0.778  312.29  2.07 4.946  

1  300.94  1.53 0.2902  

 

In Table 4 it can be seen that the condensation enthalpy increases with rising temperature glide 

up to the maximum at a mole fraction of 0.527 with 315.92 kJ/kg. The enthalpy for a mole 

fraction of 0.267, however, is not far below, with a value of 310.15 kJ/kg, while the propane 

enthalpy of evaporation is 288.55 kJ/kg. The heat flow in the condenser decreases with 

increasing isobutane mole fraction due to the decreasing mass flow (see table 3), with the 

maximum heat flow rate for pure propane. Thus, for pure propane, the heat flow does not rise 

sufficiently to compensate the larger obtained mass flow. With a mole fraction of 0.527, the 

condensation enthalpy and the temperature glide are at maxima, but the mass flow rate is low, 

due to the lower density of the mixture. The result is that the mixture with an isobutane fraction 

of 0.267 condenser heat flow rate per mass is highest and the nominator of the COP is largest. 

Finally, the fluid dependent specific exergy losses of all components are shown in order to 

illuminate their influence on the entire process and to find the components with the highest 

potential for improvements. The specific exergy losses depending on the isobutane mole 

fraction for a compressor speed of 1500 min-1, a temperature lift of 33 °C and an evaporator 

inlet temperature of 4 °C are shown exemplarily in Fig. 5.  
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Fig 5: Specific exergy loss depending on the isobutane mole fraction at nComp = 1500 min-1, 

TLift = 33 °C and TEvap, in = 4 °C. 

It is seen that the total specific exergy losses are in the range between 65 kJ/kg and 92 kJ/kg. 

The lowest exergy loss is found for a mole fraction of 0.267 and the highest for pure isobutane. 

The losses with pure propane and with a mole fraction of 0.5 are only slightly above the 

minimum. The condenser losses are lowest, with values between 5.8 kJ/kg and 7.7 kJ/kg. The 

component with the next highest losses is the expansion valve (8.5 kJ/kg - 12.1 kJ/kg). The 

evaporator leads to slightly higher losses of 12.6 kJ/kg to 15.3 kJ/kg, while the compressor 

conducts to largest losses between 35 kJ/kg and 60 kJ/kg. As expected for a temperature glide, 

the specific exergy losses in the condenser are highest for the pure refrigerants. In comparison, 

the compressor has a very high share of at least 50.4 % up to 65.67 % of the exergy losses. The 

decreasing refrigerant mass flow with increasing isobutane fraction, is the reason for the rising 

losses because of the decreasing global compressor efficiency, which in turn increases the 

specific exergy loss in the compressor [9]. Due to this high share of exergy losses, the 

compressor is one of the most important components of the process with a high potential for 

improvements.  

Conclusions  

Experimental results for the fluid dependence of the performance of a compression heat pump 

system with temperature lifts of 33 °C and 53 °C are presented, which can also be used for 

providing hot water. The performance was investigated as a function of evaporator inlet 

temperature, compressor speed and isobutane mole fraction in a propane/isobutane refrigerant 

mixture. The use of this zeotropic mixture has a positive effect on the process due to the 

temperature glide and the associated higher condensation enthalpy. The higher condensation 

enthalpy leads to higher heat flows in the condenser, resulting in higher COPs. But the effect is 

not as high as expected, because it turns out that the compressor performance worsens for mixtures 

and thus the compressor is identified as the most important component. It influences the COP 
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directly via the compressor efficiency and also indirectly via the delivery ratio or the mass flow 

rate, both being composition dependent. The results showed a direct relationship between high 

compressor efficiencies and higher COP, and that the mixture with the highest delivery rate was 

the mixture with the highest COP. Furthermore, the analysis of the specific exergy losses of the 

individual components showed that the compressor accounts for a share of the total losses between 

50 % and 66.67 %. In this way, on the one hand, the compressor can limit the benefits of a 

zeotropic mixture due to lower efficiencies and operating characteristics, and on the other hand, it 

represents a great opportunity to improve and optimise such heat pump processes. From this it 

gets clear that using constant compressor efficiencies in cycle calculations for different fluid 

mixtures will not lead to reliable results. 
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Abstract

To keep energy systems in an optimal state it is necessary to ensure proper maintenance and
optimized operation. Both of these goals can be achieved with implementation of predictive
maintenance. Based on sensor data, it is a perfect option to fulfil diagnostics and prognostic
tasks, and optimize long time operation of the power plant. Prediction of failures and outlier
detection methods are the basis of predictive maintenance. Several outlier and failure detection
algorithms have been presented so far, but still have limitations concerning implementation.
We propose a predictive maintenance approach for a water treatment system of a power plant
of BERTSCHEnergy. We investigate methods for failure detection and find that only a combi-
nation of data-driven and knowledge-based leads to the desired result.

Keywords: Predictive maintenance, expert system, power plant, water treatment, failure pre-
diction, intelligent thermal energy systems.

Introduction

Biomass power plants are complex systems in which components do not work independently
from each other. It is therefore difficult to achieve proper maintenance by solely focusing on
conventional maintenance in intervals or based on thresholds. Instead, it is necessary to predict
failures of all components reliably to provide stability of the working cycle, achieve high avail-
ability and reliability, and improve the efficiency of power plant units. Often, it is a problem for
the operator to detect certain issues like deterioration of water quality or blocking of fuel supply
chain and to locate promptly the equipment which was involved in this process. One step to
cost-efficient operation is to perform corrective and predictive maintenance of power plants [1].
Its integration can ensure enhanced reliability, enhanced safety, and reduced maintenance costs.
Moreover, predictive maintenance might eliminate breakdowns by 70-75%, reduce breakdown
time by 35-45%, and increase production by 20-25% [2].
Prediction of failures and outlier detection methods are the basis of predictive maintenance.
Several outlier and failure detection algorithms have been presented so far. Qi et al. [3] im-
plemented the original Grubbs’ method and modified Grubbs’ method based on median and
median absolute deviation [4]. Hubballi et al. [5] pr oposed the nearest neighbor-based outlier
detection algorithm (NDoT), evaluated this method experimentally, and compared results with
a classical outlier detection method LOF (Local Outlier Factor). In turn, LOF was described
by Breunig et al. [6]. Wang and Mao [7] applied the Gaussian process for process monitoring
and process control, and moreover developed several detection algorithms and implemented
all of them on both synthetic and real-life datasets. Chow et al. [8] implemented a k-means
clustering algorithm for the real-time industrial process at a wastewater treatment plant. A lot
of algorithms such as principal component analysis (PCA), partial least squares (PLS), smallest
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half volume (SHV), resampling by half-mean (RHM) have been applied for outlier detection
and compared between each other [9].
Despite the numerous studies on anomaly detection just a few of all predictive maintenance ap-
proaches have been implemented so far. One study describes data screening for use in anomaly
detection and predictive maintenance applications [10]. Also, authors classified a working
regimes of the mill fan system in a coal fired power plant with use of a rule based model in
[11]. Agarwal et al. [12] show a very simple data-driven approach based on only one sensor
of amount of neutron flow with a very specific problem of data variation of this sensor. Wang
and Liu [13] described the knowledge- and data driven approach which are related to only one
small piece of equipment. Moleda et. al [14] implemented the algorithm for predicting failures
in feed water pump and compared them with other usable algorithms. As the schemes of the
power plants are individual, parts of these papers are highly specialized. In turn, our goal is
the prediction of failures in a biomass fired power plant and the development of an intellectual
reporting system.

Background

The object of our research is a makeup water treatment system of a biomass fired power plant
with a nominal electric power output of 8.1 MW or 40.5 MW firing capacity. The water treat-
ment system sustains continuous flow of fresh clean water to power plant. If the process fails,
the quality of make up water will deteriorate and may decrease the power output of the power
plant. If the failure mode lasts longer than the water storage tanks can compensate, the power
plant has to be shut down or expensive equipment might be damaged. This motivates to choose
the right water treatment at the stage of planning and to sustain the continuous operation of the
process.

The water treatment system in Fig.1 consists of a water softening stage with two Na-cation
exchangers and two reverse osmosis (RO) units that form the first desalination stage, elec-
trodeionization (EDI) as a second desalination stage, and lastly a water polishing stage with
two mixed-bed filters (MBF).

Figure 1. Flow chart of the water treatment system

After the mixed-bed filter, the polished water enters the deaerator and is then directed as feed
water to the boiler (Fig.2(left)). The main part of it goes to the drum, the other one goes to the
steam superheater (Fig.2(right)). Hence, impurities from water treatment system go directly
to superheater surfaces and turbine blades; expensive repairs and equipment downtime would
arise from that.
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Figure 2. Path of the additional water: deaerator (left), steam line (right)

To avoid such impurities, the mixed-bed-filters are set to a maximum conductivity of 0.1 µS/cm.
This threshold value is ensured by cation and anion layers of exchanging resin. Positively and
negatively charged impurities go from the water to the resin. The lifetime of the mixed-bed
filters varies with the water quality it is supplied with. So, if all stages upstream the mixed-bed
filters work properly the expected lifetime of the unit is six months.
However the conductivity sensor downstream MBF in Fig.3 represents several time periods
of up to three weeks when the threshold value is exceeded by up to a factor 50, leading to a
maximum conductivity of 5 µS/cm. Hence, the lifetime of the mixed-bed filer is reduced to less
than one month.

Figure 3. Mixed-bed filter lifecycle

To prevent this behaviour in our system and give valuable insights for predictive maintenance
in thermal power plants, we want to answer the following research question:

How is it possible to reduce malfunction of the water treatment system by using a multimodal
approach for failure prediction?

To answer this question, we analyze historical data of the system components upstream of the
MBF, identify dependencies and develop an intelligent reporting system.

Methods

According to Montero Jimenez et.al [2] the first two steps of predictive maintenance are histor-
ical data collection and data pre-processing (see Fig.4). As the power plant investigated doesn’t
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have an automated cloud-based data acquisition and analyzing system, operational data has to
be exported manually.
Our raw data set contains 156 sensors with data collection started in August 2017. In a first step,
we preprocessed the data to a common format. We used Jupyter Notebook/Lab as a Python [15]
environment as framework and pickles as common file format. Pickles are used for serializing
and de-serializing Python object structures, also called marshalling or flattening.

Figure 4. Predictive maintenance diagram (adapted from Jimenez et al.[2])

The third step is the combination of the next three points: fault detection, assessment of degra-
dation and computation of remaining useful lifetime (RUL).
Fault detection methods in predictive maintenance are divided into three categories: Knowledge-
based (KB), Data Driven (DD) and Physics-based (PB). Knowledge-based models hinge on
experiences expressed by rules, cases, etc. Data-driven models use data accumulated over the
years of operation. Physics-based models use the laws of physics to estimate ageing of com-
ponents. All of these methods can be used separately or in combination. In Fig.5 the simple
scheme of predictive maintenance methods is represented. Thus, it is possible to combine all
of these methods according the needs of the problem given.

Figure 5. Predictive maintenance methods (adapted from Jimenez et al.[2])
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Results and Discussion

Based on a broad historical data set, we first focused on a data-driven solution. However,
typical failure detection algorithms as LOF [6], Grubbs, and modified Grubbs methods [3], etc.
require steady sensor signal. In Fig.6 we can see 6-month data of conductivity after each water
purifying stage. Blue color represents the measured conductivity, red color demonstrates the
required conductivity threshold. It is obvious that mostly the data is not steady, instead, it has
strong fluctuation due to various peaks.

Figure 6. Conductivity after each stage of the water treatment system
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Furthermore, the long-term trend in Fig.6 of the data shows:

• RO1 shows a strong fluctuation with values distributed between 0 µS/cm and 200 µS/cm
where 200 µS/cm is the upper limit of the sensor.

• RO2 shows the same fluctuation but in a period of two month the conductivity is steady,
but constantly above the threshold.

• EDI also shows fluctuation of conductivity. These peaks correlate with the peaks of con-
ductivity in RO1 and RO2. Whereas the conductivity during the whole period exceeds
the threshold.

• MBF data are steady values due to the tank upstream that provides continuous flow.
This leads to a clear trend when the conductivity is above and when it is below the
threshold.

Although a pure data-driven approach seems not to be the right choice for the long-term trend,
analyzing the data within a short period of several hours, a first correlation can be identified. In
Fig.7 blue and red color represent conductivity after RO1 and RO2 respectively and black color
the water flow of the WTS. This figure clarifies that the peaks in conductivity are associated
with the water flow through the water treatment system. Moreover, the data show that peaks
alternate. This can indicate an interchangeable working pattern of the RO system.

Figure 7. Reverse Osmosis short-term data

Still, the correlation can not be expressed as algorithm and it is necessary to develop a com-
bination of knowledge-based and data-driven predictive maintenance models. First of all, in
Fig.8 blue and red lines represent a flow of concentrate of RO1 and RO2 respectively and black
color is the water level of the tank. The use of expert knowledge helps to understand that if the
water level drops lower than 3000 mm in the water tank, an operational cycle in the WTS is
started. Moreover, a flow of concentrate above the threshold value of 1 t/h signals that the unit
was turned on. Several important notes can be drawn:

• the RO lines work in cycles.
• an algorithm controls the RO lines and it decides to switch the RO lines on or off.
• an algorithm shuts down the line if the conductivity which is provided by the equipment

is higher than it should be.
• conductivity about 200 µS/cm at the beginning of the cycles is not a problem, because

during first three minutes the conductivity stabilization process happens.

479



Figure 8. Flow of concentrate short-term data

Having analysed the data, the ultimate goal is to distinguish between normal behaviour shown
and anomalies that might lead to serious damage of equipment. In other words: we want to
identify short-problems that might cause long-term problems.
To do so, we combine Fig.7 and Fig.8 and analyze the flow of concentrate in correlation to the
conductivity for RO1 and RO2 (Fig.9). In a period of 24 hours the flow of concentrate indicates
that RO1 is switched on five times (1-5), RO2 is switched on four times (A-D). However,
analysing the conductivity, it is obvious that for RO2, all four attempts (A-D) to reduce the
conductivity fail as the conductivity remains at around 32 µS/cm.
For RO1 a problem after switching on occurs in two cases (1,4) which is indicated by an
increase in conductivity. However, all other periods of operation (2,3,5) work properly and
keep the conductivity low. Integrating the expert knowledge from the industrial partner, such
behaviour is classified as normal as it can occur once in a while that switching of the RO line
fails. Therefore, within an automated monitoring system an algorithm to detect anomalies in
RO operation has to be based on two rules (rule 1 and 2):

• if switching an RO line fails once or twice in a row, the behaviour is classified as normal.
• if switching an RO line fails more that twice in a row, an alert to the plant operator has

to be given so that long-term problems are avoided.

Figure 9. Short-term problem
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Having developed the expert rules to identify short term problems it is necessary to analyze the
influence of the short-term behaviour on long-term operation. Therefore, as it was stated above
we apply a pre-processing rule (rule 3) for skipping the first three minutes of each operational
cycle to pass the stabilization behavior, and then analyze the integrated mean conductivity of
each cycle. The operational cycles are classified into three groups and displayed in Fig.10:

• operational cycles with normal behaviour (green)
• operational cycles with one or two anomalies in a row (orange)
• operational cycles with more than two anomalies in a row (red)

Based on this classification, many anomalies of class 2 (orange) are identified although the
mixed-bed filter fulfills the threshold value. Additional data analysis leads to a solution on this
aspect: if we exclude all operational cycles with a duration of less than 650 s (grey colored)
which do not influence the long-term behaviour (rule 4), Fig.11 gives a clear correlation be-
tween short term problem and long-term behaviour.
In the first part of Fig.11, short-term problems (orange and red crosses) are frequently occur-
ring mostly in RO1 and also sometimes in RO2. Furthermore, EDI seems not to work properly
until December 2019 leading to several serious peaks in conductivity after the mixed-bed filter.
From January 2020 on, only few problems larger than 650s (orange) occur, all other problems
have a duration of less than 650s (grey) and it is obvious that they do not influence the EDI and
the mixed-bed filter.
Hence, the combination of a data driven and a knowledge driven approach is successful to iden-
tify short-term problems and extend them to long-term behaviour.

Figure 10. WTS with rules 1-3
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Figure 11. WTS with rules 1-4

Lastly, it is our goal to use this information to calculate the remaining useful lifetime(RUL) of
the mixed bed filter (Fig.12). This is the first step to apply our method to predictive mainte-
nance. To calculate the RUL it is necessary to know what is the current status of the equipment
unit (what happened before) and to predict what will be in the future. Therefore, we imple-
mented a simple knowledge-based rule (rule 5) to estimate the days until the next regeneration.

Figure 12. RUL expression (rule 5)

As it was stated in the background chapter, the mixed-bed filter has a certain capacity. After
the capacity is exhausted water goes through MBF without purification. This can cause prob-
lems with power plant equipment due to deposits in boiler heating surfaces and turbine blades.
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Especially if something will happen with the equipment upstream MBF the quality of make-up
water will deteriorate very fast. With Eq.1 we can calculate the capacity of the MBF.

C =
∫ Ndays

0
λ(t) dt (1)

To calculate the number of days until the next breakout, we have to take an average conduc-
tivity of EDI during the considering period. Then we need to equate two capacities and then
determine the number of days N2 with Eq.2. In our project, we estimate the required water
quality on the level of 0.2 µS/cm (required conductivity in the inlet of MBF) and the required
duration of the operation 180 days (technical specs of MBF).

C1 = C2 ⇒ λ1 · (N1 − 0) = λ2 · (N2 − 0)

0.2 · 180 = λ2 ·N2

N2 = 36/λ2 (2)

For the example shown in Fig.12 this simple formula gives 15 days as a result. So that means
that our monitoring system shows problems with the Mixed-bed filter, the plant operator has 15
days to fix the problem before the capacity is exhausted. This is a very simple approach but it
allows to get a rough estimation of the number of days before the next break down.
The last step is the creation of the report. It will include the key results of fault detection and
RUL estimation: how many and what type of anomalies have been found; estimation of the
breakdown point; etc. These aspects will help the plant operator to detect faults way earlier
than so far and to act as soon as possible.

Summary and Conclusions
Predictive maintenance is one of the most crucial directions in industrial research, whereas the
interest will grow further in future. The predictive maintenance technique which was consid-
ered and showed on the example of the water treatment system is the first approach in a series
of researches based on a broad collection of data from a biomass power plant. Here, we tried
the methods which can help to reduce malfunction of the water treatment system, how the
data fits for this task, and which methods we can use in the future. Our method is simple and
straightforward but it meets our goals. It clearly describes the process from the beginning (data
acquisition) untill the end (the report tool) with a simple example.
Moreover, our research give us a valuable result: to be successful in predictive maintenance
approaches, based on real power plant data one has to use multimodal methods. Otherwise, the
methods which are based only on one type of knowledge fail due to misunderstanding, lack of
knowledge and a lot of assumptions.
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Abstract 

Heat pumps gain importance, due to the shift towards renewables. One possibility to increase 

their coefficient of performance (COP) is to use the exergy available in the condensed fluid 

prior to throttling. Here capillaries are investigated which act also as heat exchangers for sub-

cooling behind the condenser of a heat pump. The influence of geometric parameters of double-

tube heat exchangers on pressure drop, heat transfer and fluid velocity are investigated 

theoretically for different working fluids. The focus is particularly on selecting the geometries 

of the heat exchanger in such a way that no evaporation occurs. It turns out that this approach 

is promising for the refrigerants propane, isobutane and butane, leading to an increase in the 

COP of more than 25 %, while the geometry has to be chosen carefully, to avoid evaporation 

in the capillary, due to too large pressure drops. 

Keywords: Capillary heat exchanger, throttle, heat pump, natural refrigerants 

Introduction 

Anthropogenic climate change requires a change in global energy conversion, both in the 

industrial and the private sector. Heat pumps can be used to convert electrical energy from 

renewables to heat, which is useable within private households. In Germany, heat pumps are 

the preferred choice for new buildings, where they already have a share of over 40 % [1].A 

further improvement of the Coefficient of Performance (COP) will be needed and one approach 

is investigated here. Also, the Kigali amendments to the Montreal protocol decided to phase 

out established refrigerants such as hydrofluorocarbons (HFC, e.g. R134a) [2]. Hydrocarbons 

can be used instead, and the COP can theoretically be increased using the temperature glide of 

their zeotropic mixtures in order to reduce the exergy loss in the condenser [3]. Other 

opportunities to increase the COP exist by controlling the process. In various publications, 

particular attention is paid to the degree of superheating and subcooling. A comparison between 

the effects of subcooling and superheating was carried out in [4]. It turned out that subcooling 

provides a promising approach. Subcooling can enhance heat pump performance up to an 

optimal value depending on differing operation points. Corberan and coworkers find control 

methodologies for optimal subcooling and tested them theoretical and experimentally [5]. As 

a possible alternative the exergy of the secondary fluid can also be increased with heat 

exchangers constructed with capillaries as sub-coolers in heat pumps. Increasing the COP with 

an additional sub-cooler behind the condenser was already performed by Pitarch et al [6] in 

experiments, but they did not examine a simultaneal pressure loose. This uses some of the 

exergy destructed in the throttle for a further heat transfer to the secondary fluid. The pressure 

loss (𝛥𝑝) depends on the capillary length (𝑙), the density (𝜌), the velocity (𝑢𝑖) according to (2) 

and the discharge coefficient (𝜁) and is described with  

 𝛥𝑝 =  𝜁
𝑙

𝑑𝑖

𝜌𝑢𝑖
2

2
. (1) 
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This pressure loss with simultaneous heat transfer for such single-phase flows have to be 

investigated.  If the pressure-drop of the refrigerant is high enough, a throttle may even become 

obsolete. The modified process scheme, with an ordinary compression heat pump with a 

capillary heat exchanger, is shown in Figure 1.  

 

However, when the pressure drop is regarded, which often cannot be avoided, the acceleration 

of the fluids up to sonic speed has to be avoided and it is unclear how pressure drop and heat 

transfer rate correlate. At a constant mass flow (�̇�) and diameter (𝑑𝑖), the local velocity (𝑢𝑖) in 

the capillary depends only on the density (𝜌): 

 𝑢𝑖 =
4�̇�

𝜋𝑑𝑖
2𝜌

 (2) 

Also, a strong pressure drop can lead to an evaporation, increasing the pressure drop further, 

which has to be avoided. 

In this work the dependence of the combined heat transfer and pressure drop in subcooling is 

investigated for the three alkanes butane, isobutane, and propane as function of geometry and 

entrance temperatures. Since, the pressure drop normally takes place in a throttle, a pressure 

drop in the capillary heat exchanger is no additional loss; this should be kept in mind. The 

investigation relies on modelling the system. 

 

The system was modelled using python to calculate the heat flows, pressure drops and fluid 

velocity profiles. The density and other fluid properties, are needed for such calculations and 

the evaluation. The library CoolProp, which is non-commercial and freely available, is used 

for their calculation [7]. The influence of capillary lengths and diameters on pressure, speed 

and heat transfer are investigated theoretically here. 

Compressor Throttle 

Evaporator 

Condenser Capillary heat exchanger 

1 

2 3 

4 5 

2a 3a 

Figure 1: Heat pump process with a capillary heat exchanger 

 

486



The capillary behind the condenser can either used for preheating the secondary fluid before 

entering the condenser or to provide a second heated mass flow for a different application. The 

process is most efficient, when the minimum approach temperature T between refrigerant and 

secondary fluid at the condenser outlet approaches 0 K [8]. By replacing the throttle in the 

process, the input parameters of the evaporator (condition 4, see Figure 1) remain similar, 

compared to the case without capillary leading to an unchanged power consumption of the 

compressor (𝑃𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐). With the additional heat flow of the capillary (�̇�𝐶𝑎𝑝𝑖𝑙𝑙𝑎𝑟𝑦) and the heat 

flow of the condenser (�̇�𝑐𝑜𝑛𝑑𝑒𝑛𝑠𝑒𝑟), the COP for the heat pump is increased accordingly 

 𝐶𝑂𝑃 =  
�̇�𝑐𝑜𝑛𝑑𝑒𝑛𝑠𝑒𝑟+�̇�𝐶𝑎𝑝𝑖𝑙𝑙𝑎𝑟𝑦

𝑃𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐
. (3) 

The Nusselt correlations from Stephan [9] and Gnielinski [10,11] were used to determine the 

convection coefficients. The determination of pressure losses is based on the established 

equations of Prandtl and v. Karman and were taken from the VDI Wärmeatlas [12]. Inside the 

capillary, correlations for turbulent flows are used. Laminar flows or flows in the transition 

region occur in the annular gap of the capillary heat exchanger. 

In order to select relevant conditions, the experimental inlet conditions from a heat pump is 

selected, which was running with all three fluids [13]. The mass flow rates, pressure levels, and 

the exit conditions of the working fluid, leaving the condenser were selected as input condition 

for the capillary.  For all following calculations 12 m was chosen for the maximum length of 

the capillary. The heat pump aims to heat water from a temperature of 10°C (condition 2a) to 

60 °C (condition 3a, see Figure 1). The water mass flow is regarded as variable to reach this 

target. For three different natural refrigerants (butane, isobutane and propane), the capillary 

diameter is investigated. A diameter is deemed to be optimal, when a) the length of the capillary 

is near 12 m, b) the heat transfer is high, c) the pressure drop is near the pressure drop which 

is normally achieved with the throttle, and d) without evaporation within the capillary. The 

hydraulic diameter of the countercurrent double-tube heat exchanger is set to 4 mm. The 

experimental setup is documented in the experimental work of Venzik et al. [13]. The common 

setup for the calculations is summarized in Table 1. 
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Table 1: Calculation parameters, input and output 

Name Input data for 

calculation 

Comment 

Refrigerant mass flow variable from experimental data 

Refrigerant inlet pressure variable from experimental data 

Refrigerant outlet pressure variable calculated 

Refrigerant inlet temperature variable from experimental data 

Refrigerant outlet temperature variable calculated 

Water mass flow variable fixed, to reach exit temperature 

Inlet and outlet water pressure 1.5 bar fixed 

Inlet water temperature 10 °C fixed 

Exit water temperature 60 °C fixed 

Capillary length max. 12 m calculated 

Hydraulic diameter 4 mm fixed 

Inner diameter capillary variable fixed, so that no boiling occurs 

Refrigerant 

butane, 

isobutane or 

propane 

fixed 

Compressor performance 
fixed for each 

refrigerant 

from experimental data, compressor 

performance is assumed to be 

constant 

 

Discussion and Results 

Diameters fulfilling the conditions listed above are throughout between 2 and 3 mm. For butane, 

even capillaries with a length of less than 12 m are sufficient to throttle to a pressure of about 3 

bar. The calculated temperature and pressure curves for the refrigerant butane and the resulting 

water temperatures are shown in Figure 2. 
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Figure 2: Pressure and temperature in a capillary with an inner diameter of 2.2 mm, butane 

mass flow of 5.1 
𝒈

𝒔
 and a water mas flow of 3.21 

𝒈

𝒔
 

A water mass flow of 3.21 
𝑔

𝑠
 can be heated from 10 °C to 60 °C in the capillary. At the same 

time, the refrigerant is throttled to a pressure of 2.6 bar. The transferred heat flow rate is 671 

W under these conditions, the heat transferred in the experiment with negligible subcooling 

was 2435 W. When the inner diameter of the capillary is reduced and all other parameters are 

kept constant, sudden evaporation occurs inside the capillary. This results in a large increase 

of velocity and very high pressure drops, so that the capillary blocks the flow. This case is 

shown in Figure 3. 

 

Figure 3: Pressure drop and rising velocity if boiling occurs in the capillary of 2.1 mm inner 
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The phase change is not found at the end of the capillary, but already at a length below 4 m. 

With the same water and butane mass flow and at a capillary diameter of 2.1 mm, water can 

only be heated from 48.39 °C to 60 °C. Therefore, the transferred heat flow rate drops by 70%. 

This case will not be examined in the further course, as it is unwanted. For inner diameters 

below 2.2 mm, the water mass flow rate has to be reduced, in order to reach 60°C, before the 

pressure loss gets too high. This limits the transferred heat flow rate, because the maximum 

capillary length of 12 m cannot be used. To analyse the influence on the transferred heat flow 

rate, the inner diameter of the capillary is varied in steps of 0.1 mm. The results are shown in 

Table 2 and Figure 4. 

Table 2: Calculations for different inner diameters in the capillary for butane 

Inner Diameter (di) of 

the capillary 
2.1 mm 2.2 mm 2.3 mm 2.4 mm 2.5 mm 2.6 mm 

Pressure butane entry 7.84 bar 7.84 bar 7.84 bar 7.84 bar 7.84 bar 7.84 bar 

Pressure butane exit 2.90 bar 2.60 bar 3.05 bar 4.04 bar 4.79 bar 5.36 bar 

Length of the 

capillary 
7.22 m 10.36 m 11.92 m 11.93 m 11.95 m 11.98 m 

Speed butane exit 3.00 m/s 2.71 m/s 2.46 m/s 2.26 m/s 2.08 m/s 1.92 m/s 

Temperature butane 

entry 
67.5 °C 67.5 °C 67.5 °C 67.5 °C 67.5 °C 67.5 °C 

Temperature butane 

exit 
30.63 °C 24.13 °C 21.62 °C 21.33 °C 21.03 °C 20.73 °C 

Mass flow of butane 5.9 g/s 5.9 g/s 5.9 g/s 5.9 g/s 5.9 g/s 5.9 g/s 

Mass flow of water 2.8 g/s 3.15 g/s 3.32 g/s 3.34 g/s 3.36 g/s 3.38 g/s 

Heat flow rate trans- 

ferred in capillary  
565 W 659 W 694 W 698 W 703 W 707 W 

Heat flow rate trans-

ferred in condenser 
1973 W 1973 W 1973 W 1973 W 1973 W 1973 W 

Compressor 

performance 
798 W 798 W 798 W 798 W 798 W 798 W 
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Figure 4: Transferred heat for the refrigerant butane with conditions from Table 2 

From Table 2 and Figure 4 it is seen that the transferred heat flow rate rises with the inner 

diameter of the capillary, until the maximum length of the capillary is reached.  The slope drops 

for larger diameters. The heat flow rate increases only slightly, because with increasing 

diameter the flow velocity drops reducing the convection coefficient, which is in part 

counterbalanced by the increasing heat transfer area. This trend will continue until butane is 

cooled to the water temperature of 10 °C. The maximum achievable enthalpy difference for 

butane, when cooled to 10°C would be 857 W, which would also be the reachable limit. The 

pressure loss will sink, with diameter according to (1) due to the lowered flow speed and the 

transition to laminar flow. Beyond an inner diameter of 2.3 mm, the heat flux rate only changes 

slightly, while the pressure drop is in the target regime. At an inner diameter of 6.5 mm the 

maximum heat flow rate of 753 W is reached. If the inner diameter is increased further the heat 

flow rate will sink, because the convection coefficient is too low and the compensation through 

a higher transmission area is too low. It is possible to increase the heat transfer at lower 

diameters around 2.3 mm. The limiting factor is convection coefficient in the annular gap. To 

increase it, the hydraulic diameter must be lowered and the water mass flow should stay 

constant. 

For isobutane and propane, we observe similar results as for butane. However, the pressure 

levels are quite different now. An optimal utilization of the maximum capillary length of 12 m 

is achieved with an inner capillary diameter of 2.0 mm for isobutane and for 1.9 mm propane. 

The curves of temperatures and pressures vs. capillary length are similar to those of butane in 

Figure 2. The comparison of the transmitted heat flow rate and the pressure losses for all three 

refrigerants is shown in Figure 5. All conditions and results are shown for isobutane in Table 3 

and for propane in Table 4. The maximum transferred heat flow rate in the capillary is highest 

for propane, followed by butane and isobutane. But this by itself is not sufficient to assess the 

improvements in the heat pump cycle, since the heat flow rates of the unmodified heat pumps 

without the capillary, also differ, as can be seen in the three tables.  
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Figure 5: Comparison of the transferred heat and pressure losses as a function of the inner 

capillary diameter for 3 refrigerants 

Table 3: Calculations of different inner diameters in the capillary for isobutane 

Inner Diameter (di) of 

the capillary 
1.8 mm 1.9 mm 2.0 mm 2.1 mm 2.2 mm 2.3 mm 

Pressure isobutane 

entry 
11.59 bar 11.59 bar 11.59 bar 11.59 bar 11.59 bar 11.59 bar 

Pressure isobutane 

exit 
3.88 bar 3.18 bar 4.54 bar 6.21 bar 7.38 bar 8.29 bar 

Length of the 

capillary 
7.29 m 10.78 m 11.98 m 11.90 m 11.99 m 11.94 m 

Speed isobutane exit 3.45 m/s 3.05 m/s 2.74 m/s 2.48 m/s 2.26 m/s 2.07 m/s 

Temperature 

isobutane entry 
68.0 °C 68.0 °C 68.0 °C 68.0 °C 68.0 °C 68.0 °C 

Temperature 

isobutane exit 
28. 36 °C 21.53 °C 19.68 °C 19.47 °C 19.09 °C 18.89 °C 

Mass flow of 

isobutane 
4.8 g/s 4.8 g/s 4.8 g/s 4.8 g/s 4.8 g/s 4.8 g/s 

Mass flow of water 2.37 g/s 2.75 g/s 2.85 g/s 2.86 g/s 2.88 g/s 2.89 g/s 

Heat flow rate trans- 

ferred in capillary  
496 W 575 W 596 W 598 W 602 W 604 W 

Heat flow rate trans-

ferred in condenser 
1458 W 1458 W 1458 W 1458 W 1458 W 1458 W 

Compressor 

performance 
454 W 454 W 454 W 454 W 454 W 454 W 
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Table 4: Calculations of different inner diameters in the capillary for propane 

Inner Diameter (di) of 

the capillary 
1.7 mm 1.8 mm 1.9 mm 2.0 mm 2.1 mm 2.2 mm 

Pressure propane 

entry 
25.9 bar 25.9 bar 25.9 bar 25.9 bar 25.9 bar 25.9 bar 

Pressure propane exit 18.49 bar 13.16 bar 9.28 bar 13.21 bar 16.15 bar 18.3 bar 

Length of the 

capillary 
2.71 m 6.56 m 11.79 m 11.91 m 11.95 m 11.98 m 

Speed isobutane exit 5.9 m/s 4.95 m/s 4.28 m/s 3.85 m/s 3.48 m/s 3.16 m/s 

Temperature propane 

entry 
68.0 °C 68.0 °C 68.0 °C 68.0 °C 68.0 °C 68.0 °C 

Temperature propane 

exit 
51.33 °C 35.91 °C 24.4 °C 26.68 °C 23.15 °C 22.65 °C 

Mass flow of propane 6 g/s 6 g/s 6 g/s 6 g/s 6 g/s 6 g/s 

Mass flow of water 1.59 g/s 2.90 g/s 3.81 g/s 3.85 g/s 3.88 g/s 3.91 g/s 

Heat flow rate trans- 

ferred in capillary  
333 W 606 W 797 W 805 W 811 W 818 W 

Heat flow rate trans-

ferred in condenser 
2142 W 2142 W 2142 W 2142 W 2142 W 2142 W 

Compressor 

performance 
781 W 781 W 781 W 781 W 781 W 781 W 

For all refrigerants the pressure drop rises until the maximum length is reached at a certain 

diameter. The transmitted heat has its highest increase up to this point and increases only 

slightly with larger inner diameters. For larger diameters the tube length remains at the 

maximum and pressure drop and fluid velocity get smaller. The calculations show that higher 

pressure levels always require capillaries of smaller diameters. This is only applicable if the 

other parameters are kept constant. For these refrigerants subcooling of about 1 K is reached 

after the capillary. The operating point of the compressor remains the same because the 

capillary has nearly the same output parameters like the throttle. The additional transferred heat 

at the highest pressure drop of Figure 5 is taken to calculate the new COP according to (3). 

The relative change in COP is shown together with the COPs in Figure 6. It is seen that a 

remarkable improvement of up to 40 % is possible, when the exergy in the fluid leaving the 

condenser is further used. 
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Figure 6: Measured COP without capillary and calculated COP with capillary 

 

Conclusions 

An approach to improve the COP of compression heat pumps was investigated in order to use the 

exergy available in the fluid leaving the condenser. Since a pressure drop is generally accepted by 

using a throttle, a capillary heat exchanger can be used with a similar pressure drop, leading to 

high fluid velocities and high convection coefficients. The pressure drop in such a capillary does 

not lead to additional losses, while the temperature level of the fluid is used for heating. The 

remaining part of the heat pump remains unchanged. The temperature, pressure and velocity 

curves within the capillary were calculated for three fluids. A lower limit for the capillary diameter 

is given due to fluid evaporation, which has to be avoided. For larger diameters, it turns out that 

when only a maximum capillary length is acceptable, that the diameter should be selected such 

that a maximum acceptable pressure drop in the cycle is reached, in accordance with the pressure 

level of the evaporator.  

The comparison of the additionally transferred heat and pressure losses for three natural 

refrigerants show that such a process is quite favorable. The additional heat transfer from the 

refrigerant without additional power consumption of the compressor causes an increase of the 

COP by more than 27%. This shows the potential for the use of capillaries as heat exchangers. 

The calculated heat transfer and pressure drops were calculated using standard correlations, often 

having error margins of 15-30%, thus the results have to be validated experimentally.  
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Abstract

The main goals of power plant operators are high availability and high profitability. Absolute
run time and performance thus have to be maximized. One crucial aspect is the choice of proper
maintenance strategies. In a systematic literature survey, we analyse recent achievements for
predictive and condition-based maintenance strategies. We describe our research questions,
our search strategy as well as inclusion, exclusion and quality criteria. Altogether, we intend to
identify research trends as well as gaps for predictive maintenance in thermal power plants.

Keywords: predictive maintenance, power plant, thermal, systematic review, intelligent ther-
mal energy system.

Introduction

Profitability of power plants depends on the chosen maintenance strategy. May it be possible
for plant operators to focus for some components on corrective maintenance taking place after
a failure occurs, preventive and time-based maintenance that take place before a failure occurs
are preferred. The advantages of predictive maintenance were already addressed clearly in the
nineties by Fresco and Subudhi [1] who claimed that “preventive and predictive maintenance
programs, including failure trending and root cause analysis, together with the development
of an integrated maintenance database, can significantly improve the management of ageing
degradation and the safety of nuclear plant operations”.

Despite the clear advantage, computational power probably prevented a widespread use of pre-
dictive maintenance. Increased digitization in the last two decades now enables predictive and
condition-based maintenance for whole subsystems in the power plant and not only for single
components. In this case, multimodal approaches have to be developed. Figure 1 shows that
predictive maintenance is even possible without proper modeling of the system itself, although
high-quality models in the background still lead to higher quality of the maintenance approach
[2].

Figure 1. Methods for predictive maintenance adapted from Montero Jimenez et al. [3]
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Our goal is to perform a systematic literature review on predictive maintenance in thermal
power plants to identify research trends as well as gaps in literature. The literature survey
follows the approach of Kitchenham [4].

Methods

The following planning protocol is considered:

Research questions

• Q1: Is predictive maintenance applied in thermal power plants for single components
or for whole subsystems?

• Q2: Are physics-based, knowledge-based or data-driven approaches applied or are even
multimodal approaches applied?

• Q3: Is the data used from real power plants or is it synthetic data?
• Q4: Do real implementations in thermal power plants exist?

Databases used

Research articles and reviews are searched in two common databases: Web of Science and
ScienceDirect. IEEE Xplore is excluded cause the publications cover mostly electric systems.

Exclusion criteria

• EC1: Work that does not address predictive maintenance methodically.
• EC2: Work that is not related to thermal systems.
• EC3: Organisational aspects (paper not available anymore, etc.).

Quality criteria

• QC1: Publications that are based on real power plant data.
• QC2: Publications that address whole subsystems instead of just single components.
• QC3: Publications that apply a multimodal approach.

Execution

The literature survey is executed on November 5th, 2020 by searching for commonly used
terms in title (TI), abstract (AB) and author specified keywords (AK):

• Web of Science: (TI OR AB OR AK)=(predictive AND maintenance AND “power
plant”)

• ScienceDirect: title-abstr-key(“predictive”AND “maintenance”AND “power plant”)

Results and Discussion

Quantitative Analysis

The survey led to 134 publications in Web of Science and 72 publications in ScienceDirect.
Removing duplicates, a total of 195 publications are identified. A first analysis shows that 130
publications have to be excluded based on the exclusion criteria defined in the methods chapter.

According to Figure 2, 105 papers are excluded as they do not cover predictive maintenance
methodically (EC1). Some typical topics that are found during the initial search but excluded
based on EC1 are: papers that cover predictive control but not predictive maintenance (e.g.
[5, 6, 7]); papers describing pure online monitoring systems (e.g. [8, 9]); papers that deal
with human errors during plant operation (e.g. [10, 11, 12]); papers that focus on sensors only
(e.g. [13, 14]); papers with pure failure analysis without linkage to predictive maintenance
(e.g. [15]); and papers that just explain the idea of expert systems [16]. The main reason why
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those paper were found by the search strategy is that predictive maintenance is mentioned as
challenge in the abstract/introduction or as future work in the conclusion. Concerning exclusion
criteria 2 (no thermal energy system), the excluded papers are mainly related to renewable
energies like PV systems (e.g. [17, 18, 19]). The only paper that is excluded based on exclusion
criteria 3 is the paper of Piety and Pardue [20] as it just describes a commercial computer-based
system for predictive maintenance but is not a scientific contribution.

Figure 2. Number of publications excluded based on the three exclusion criteria applied

Hence the survey leads to 65 papers that has to be included in the systematic review. Table 1
summarizes all papers investigated including the answers to the relevant research questions. A
list of excluded papers is found in Appendix A.

Table 1. Included papers sorted alphabetically on 1st author
Paper RQ 1 RQ 2 RQ 3 RQ 4 full paper
Ajah et al. [21] subsystem DD real ? yes
Alamaniotis et al. [22] subsystem MM (KB/DD) real no yes
Anghel [23] single comp. MM (KB/DD) ? ? no
Anonymous [24] ? ? real yes no
Atlason et al. [25] single comp. DD real no yes
Auge et al. [26] single comp. MM (KB/DD/PB) real yes yes
Ayodeji and Liu [27] single comp. MM (PB/DD) real ? yes
Barbero et al. [28] single comp. MM (PB/DD) synthetic no yes
Basseville et al. [29] subsystem MM (KB/DD/PB) real no yes
Bogard et al. [30] single comp. ? real yes no
Carneiro et al. [31] single comp. DD real no yes
Choi et al. [32] single comp. DD real ? yes
Civerchia et al. [33] subsystem DD real yes yes
Cooper [34] ? ? ? ? no
David and Mercusot [35] single comp. DD real yes no
Deliang et al. [36] single comp. DD real no no
Fallbright and David [37] single comp. DD real ? yes
Hang-Rung and Ten-Der [38] single comp. MM (PB/DD) real ? no
Hashemian [39] single comp. ? real ? no
Hashemian and Bean [40] single comp. MM (KB/DD) real ? yes
Hashemian [41] single comp. DD real no yes
Hashemian [42] subsystem DD real no yes
Hastings [43] ? ? real yes no
Hui et al. [44] single comp. MM (KB/DD) real yes no
Humphreys [45] single comp. DD real yes no
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Table 1. Included papers sorted alphabetically on 1st author - continued -
Paper RC 1 RC 2 RC 3 RC 4 full paper
Ji-wei et al. [46] single comp. MM (KB/DD) real ? no
Kerastas and Leah [47] single comp. ? real yes no
Khalaquzzaman et al. [48] subsystem KB real ? yes
Kiaee and Tousi [49] subsystem MM (KB/DD) real ? yes
Kingston [50] single comp. ? real yes no
Klaer and Burch [51] single comp. MM (PB/DD) real yes yes
Koprinkova-Hristova et al. [52] single comp. DD real no yes
Lin et al. [53] single comp. ? real yes no
Lin and Holbert [54] single comp. MM (PB/DD) real no yes
Liu and Zio [55] single comp. DD real no yes
Lu and Jiang [56] subsystem PB synthetic no yes
Lv et al. [57] single comp. DD real no yes
Mackey and Fenner [58] single comp. DD real yes no
Martorell et al. [59] single comp. MM (KB/DD) real no yes
Mathews et al. [60] subsystem MM (PB/DD) real no yes
Matusheski [61] ? ? ? ? no
McCorkell and D’Isidoro [62] subsystem MM (PB/DD) ? ? no
McElroy and Fruchtman [63] single comp. DD ? ? no
Medina-Oliva et al. [64] subsystem KB real ? yes
Mo et al. [65] subsystem MM (KB/DD/PB) real no yes
Naumov et al. [66] subsystem DD real yes yes
Nwobi-Okoye and Igboanugo [67] subsystem DD real no yes
Olano et al. [68] single comp. MM (PB/DD) real yes yes
Oluwasegun and Jung [69] single comp. DD real no yes
Petherus et al. [70] single comp. DD real no yes
Petre-Lazar et al. [71] single comp. MM (PB/DD) real ? no
Pugh and Huff [72] single comp. KB real yes yes
Ramakrishna [73] single comp. ? ? ? no
Rebenstorf [74] single comp. DD real yes yes
Remy et al. [75] single comp. MM (PB/DD) real no yes
Sharma [76] ? ? ? ? no
Shugars and Scheibel [77] single comp. (MM (PB/DD) real no no
Teshima et al. [78] single comp. ? real yes no
Tsoutsanis et al. [79] subsystem MM (PB/DD) real ? yes
Tsoutsanis et al. [80] subsystem MM (PB/DD) real ? yes
van Niekerk et al. [81] single comp. DD real no yes
Verda [82] subsystem MM (PB/DD) real no yes
Wilson and Frarey [83] single comp. PB synthetic no yes
Yam et al. [84] single comp. DD real no yes
Zhang et al. [85] subsystem MM (KB/DD) real no yes

For 24 out of these 65 papers, only the abstract is available. This happens especially for papers
published before 2000 (15 out of 20). For papers published from 2000 onward only 9 out of
45 papers just have an abstract online. Generally, the number of papers increases since the 70s
gradually but not exponentially as in other research fields. An overview on availability and
volume is given in Figure 3 and Figure 4.

In a next step, the remaining 65 papers are classified according to the four research questions.
Figures 5-8 lead to the following quantitative conclusions:

• The majority of papers deal with single components (43) instead of subsystems (17),
whereas for a minority the specific application remains undefined (5).

• A pure data driven approach (22) is more likely than a pure knowledge-based (3) or a
pure physics-based approach (2).
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Figure 3. Availability of abstracts and
full papers of the 65 papers included

Figure 4. Volume of the 65 papers in-
cluded

• Multimodal approaches always include a data-driven approach, either in combination
with a physics-based approach (15) or with a knowledge-based approach (7).

• Only 3 papers include a data-driven, knowledge-based and physics-based approach.
• The majority of papers use real data (55), synthetic data does not play a role in research

(only 3 papers).
• Only 18 papers report a first implementation in a real system. For 26 papers, results

are drawn without implementation, for 21 papers this research question remains unan-
swered.

This first quantitative analysis clearly shows a lack of knowledge concerning implemented mul-
timodal approaches. To narrow the focus of further research, the quality criteria are analysed
separately and in combination. According to Figure 9, 15 papers investigate real data and a
subsystem, whereas only 2 of the 15 report an implementation. The combination of real data
and a multimodal approach leads to 22 paper including 4 papers with an implementation. Inves-
tigation of a subsystem and a multimodal whereas the data type is synthetic or unclear account
for 9 papers without any including an implementation. Lastly, 8 papers fulfill all three quality
criteria, however, none of these papers report an implementation.

To summarize the results of Figure 9, the following shortcomings are identified in the literature:

1. Available methods are hardly implemented in real power plants, especially if multi-
modal approaches are reported.

2. Analysis subsystems based on multimodal approaches seems to be challenging and is
not covered enough in the scientific field.

Qualitative Analysis

Motivation for predictive maintenance

The early days of predictive maintenance end of the seventies beginning of the eighties are
connected to the nuclear industry. Their main motivation were regulatory organizations that
forced plant operators to reduce costs and, therefore, the electricity price for end users [62].
The change in plant operation from merit to baseload after necessary refurbishments was also a
driver of predictive maintenance [34]. Even in this time, artificial intelligence (AI) was already
mentioned [30] although progress in computing systems was just about to start. In the late
nineties, a similar effect concerning regulatory aspects occurred: the deregulation of the elec-
tricity marked. Again, plant operators were forced to reduce their costs, this time not from the

500



Figure 5. Share of papers for research
question 1

Figure 6. Share of papers for research
question 2

Figure 7. Share of papers for research
question 3

Figure 8. Share of papers for research
question 4

Figure 9. Number of papers for each quality criteria separately and in combination

regulatory organizations but from the market itself and predictive maintenance was a promis-
ing option again [61]. In the last several years, also coal fired power plants (e.g. [60]), gas
fired power plants (e.g. [79, 80]), micro-gas turbines (e.g. [49]) and solar thermal power plants
(e.g. [68]) are reported as case studies for predictive maintenance. However, as the quantitative
analysis showed, a widespread utilization is still not achieved.
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Papers that fulfill all quality criteria

The eight papers that fulfill all three quality criteria are summarized subsequently and chroni-
cally sorted from the beginning of this research field to the present.

Basseville et al. [29] focus on statistical methods for fault detection and diagnosis, but they set
this data-driven approach in relation to expert knowledge and physical modeling. They provide
a general approach to monitoring condition-based maintenance in which they always focus on a
“signature” first. A signature in their sense means a “parametric characterization of the plant,
should it be a model or a network, based on the physics or not”. Their main goal is to detect
and evaluate slight deviations from the original signature. To do so, they cover four steps.

1. By learning from data recorded during normal operation, they intend to come up with
an in site identification of the signature.

2. In the detection step new data is compared to the original signature and it has to be
decided if the original signature still describes the new data conveniently.

3. In a next step, insufficiently described behaviour can be isolated as a failure based on
the data, the models, and the expert knowledge.

4. Based on the results, it is possible to optimize sensor location if necessary and design a
holistic monitoring system.

The four steps are applied on two examples: 1) Vibration monitoring of turbo-alternators and 2)
Monitoring system for the combustion of gas turbines. The authors conclude that a pure data-
driven approach is not purposeful as a crucial aspect is the decision, if a discrepancy between
two signatures is significant. This can only be answered by a physical/black-box model or
by expert knowledge. A combination of all three approaches seems to be promising for early
warning and isolation of small faults.

Verda [82] investigates a prognosis procedure for a gas turbine in combination wit a heat recov-
ery system. Although the method is basically intended to allow for a calculation of performance
degradation based on fuel impact, it is relevant for predictive maintenance as well as a main step
of the method is anomaly detection. A simplified thermodynamic model that related products
and resources for each component is combined with real measurement data.

Tsoutsanis et al. [79] model an engine including compressor, turbine and power turbine in
Matlab/Simulink with a validation via PROOSIS. The foundation of their research are com-
pressor performance map data which are fitted by elliptical curves and later on implemented
in the dynamic model of the gas turbine. Maintenance issues come into place by diagnosing
compressor fouling using transient data. Within the paper, steady-state, transient and degraded
operating conditions are analysed and it is presented how the injection of degradation into the
performance analysis can help to transform a performance model to a diagnostics model. It is
noteworthy that the initial coefficients for the elliptical curves can be set without expert knowl-
edge, so the model described is a combination of physical modeling and a data-driven approach.
To sum up, the paper gives a valuable insight into a tool for improved conditions monitoring
and diagnostics with the use case of gas turbine power plants.

Tsoutsanis et al. [80] also deal with the detection and forecasting of compressor fouling
and turbine erosion in a follow-up paper. The authors once again use a combination of a
physics-based and a data-driven approach. They extend their former work [79] by a calculation
of the remaining useful lifetime (RUL) and use the method of sliding windows to evaluate
performance in certain time periods. Quantitatively, they can estimate the RUL for a one-
month prediction window with a relative error of less than 10 % for two different prediction
models. To calculate the fuel impact with different anomalies, two different approaches are
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presented. In one approach, the reference condition is set as initial point, in the other approach,
the operating conditions are set as initial conditions (“backward procedure”). This approach
as well can be applied without expert knowledge as it is based on a physics-based and a data-
driven approach.

Zhang et al. [85] use a knowledge-based and data-driven approach and apply it to a subsystem
in a coal fired power plant. Compared to the other papers presented, they focus on time-lagged
correlations that are very promising in the context of thermal and, therefore, often sluggish
systems. To come up with a predictive maintenance model, the authors start with the original
sensor data stream. In a next step, curve regression is realized via k-means clustering or G-
SEM-based curve registration. The results lead to PCA (principal component analysis) feature
extraction which finally gives effective features and failure recorders. They analyzed a data
set with sampling rate of 1/3 minutes and an overall period of roughly 1.5 years (July 2014 to
January 2016). With their approach the authors manage to overcome some challenges of high-
dimensional data and time-lagged correlation and present a method how to reduce training time
of predictive maintenance assuring at the same time a high accuracy of the prediction.

Mo et al. [65] deal with the influence of the control units during or after degradation of sub-
systems on the efficiency of large gas turbine. In a first part, authors focus on the degradation
models that focus on the control system and the component degradation path. In a next step,
meta-heuristic algorithms are applied to find the optimal maintenance strategy. Here, a strong
connection to cost analysis via Monte Carlo simulation is available. The optimization step is
based on a combination of genetic algorithms and the simulated annealing. The ultimate goal of
the work is a guide for practitioners that combines the data- and physics-driven approach with
some expert knowledge to come up with a maintenance strategy that includes deterioration ef-
fects. Finally, the authors state that their approach can be adapted to many other engineering
fields like wind farms or industry.

Mathews et al. [60] deal with maintenance issues of the condenser subsystem in a coal fired
power plant based on a semi-empirical thermohydraulic model that is calibrated with actual
data. A crucial aspect of this paper is the integration of the subsystem condenser into the
framework of the whole power plant so that interactions can be identified. E.g. the influence
of condenser fouling on maintenance aspects and on the efficiency of the power plant are in-
vestigated. To do so, simplifications have to be made to keep the system manageable: the
boiler and the condenser are modeled as single components although many boilers and many
cooling towers are operated in the power plant. However, simplification is justified based on
expert knowledge. As the integrated simulation relies on the model itself, the authors ensured
a thorough verification of the model based on real data. The model can then be used in com-
bination with expert knowledge for decision-making or scenario investigations. The concept
itself can be applied to other subsystems of thermal power plants or to evaluate any change to
any component.

Kiaee and Tousi [49] present a holistic framework for the modeling of gas path prognostics
and integrate aging modeling and fault modeling. Their main contribution is a vector-based
deterioration index. This index describes the relationship between the performance parameters
of every single component with different fault models and physical age. Hence, the approach
is based on physical modeling, whereas measured data is used to feed these models. With
expert knowledge it is then possible to assess degradation holistically and deduce time periods
for maintenance issues. The model was tested in the framework of a 100 kW micro-turbine.
In a first compressor degradation model it was shown that some degradation mechanism even
lead to higher efficiency but to a decrease in lifetime. Both is causes by the higher temperature
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due to the degradation of the compressor. This shows the necessity of analysing subsystems
instead of single components in thermal power plants as a lot of interconnections between the
components exist. For a certain compressor fouling mode the authors analysed the time span
between maintenance measures and concluded that maintenance and inspection requirements
are far higher if the deterioration of single components are integrated in an overall analysis of
the subsystem.

Papers that fulfill two quality criteria with an implementation

As mentioned already, none of these eight papers has an implementation in a thermal power
plant. Therefore, the four papers that are multimodal with real data including an implementa-
tion are investigated shortly with a focus on the implementation part.

Auge et al. [26] presented an optimization of the maintenance strategy of a nuclear reactor
cooling piping system. They focus on the ageing of materials and structures as they are iden-
tified as a main thread for seaside nuclear power plants. Hence, they implemented different
monitoring systems and analysed the data in the software SIMEO Manager™.

Their main conclusion with respect to the client gives three aspects:

1. potential economical gain of several million euros
2. extended life cycle of infrastructure
3. no negative influence on safety level

Klaer and Burch [51] give a rough overview on the implementation of supersonic flow meters
for the detection of condenser fouling to avoid tube sheets plug up. The system was successfully
tested in two coal fired power plants with a power of more than 700 MW and low RPM GMP
pumps. With their system, the customer Kansas City Power & Light Company was able to
switch the maintenance strategy from preventive maintenance (time scheduled) to predictive
maintenance (specific need).

Hui et al. [44] report an implementation of a predictive maintenance system in a power plant
in Tianjin, China. The remarkable aspect of this publication is the fact that it integrates on-site
data management with remote expert diagnosis. Details on the implementation cannot be give
as only the abstract is available.

Olano et al. [68] report an inspection system for a solar thermal power plant in Spain. The
system measures the temperature of the receiver tube glass surface by infrared thermography.
The system allows to inspect the complete solar field for the 50 MW power plant in about
four days. Their software combines configuration parameters (like plant, solar field, tube, etc.)
with inputs (like IR video, meteorological parameters, etc.). After processing they compare the
results with historical data resulting in alerts and an improved O&M strategy. They conclude
that with periodic inspections, predictive maintenance is possible based on the reported system.

Some other implementation are reported for the nuclear industry [24, 26, 30, 35, 43, 45, 58, 72],
however, mostly only abstracts are available. This is probably do to the high security measures
for data and results from nuclear industry.

Critical remarks on the selection of final papers

It is noteworthy to mention, that a certain bias might have influenced the selection of the paper
due to the fact that for some paper only the abstract is available. For publications with the
full paper available, it happened that the abstract sounded promising but the paper had to be
excluded based on the exclusion criteria. Vice versa it was possible that a promising abstract for
which the full paper was not available was still included in the 65 publications. One example
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is the publication of McElroy et. al [63] who use the phrase “power plant” in the abstract
but “electric devices” are also mentioned. Therefore, it was hard to decide whether to take
the publication into the final selection or not. Another example McCorkell et al. [62] who
writes about predictive maintenance but it remains unclear whether the paper is dealing with
this topic methodical or not. The mentioned three phases are an indicator for “yes” but without
the full paper it is not possible to be 100 % sure. Also the paper of Matusheski [61] is a critical
case as the research questions can not be answered based on the abstract, however a “practical
guide” to predictive maintenance is promised in the abstract. The even bigger challenge is
to distinguish between a pure data-driven approach or a physical model in the background
(especially for vibration analysis, e.g. [47]). Therefore, papers with just the abstract available
should be handled with care.

Summary and Conclusion

Predictive maintenance is a vital research field also for thermal power plants. In total, 195
publications are found with the applied search strategy, however, applying our exclusion cri-
teria, only 65 papers are classified based on our research questions and quality criteria. It is
obvious that the main driver of predictive maintenance was the nuclear industry. But although
it was clearly stated in literature that the progress in predictive maintenance can make a huge
improvement in reliability of power plants (see Fresco and Subudhi [1]), it got quiet for a long
time. However, in the light of increasing computational power and decreasing costs, predictive
maintenance is gaining interest in other thermal energy systems as well. The main, trends, gaps
and necessities for further research are:

• In the advent of increasing computational power, pure data-driven approaches are ap-
plied more and more. However, multimodal approaches should be favoured to exploit
the whole potential of predictive maintenance.

• Investigation of single components is easier to apply and also to implement but the
investigation of subsystems are important in complex systems like thermal power plants.

• Approaches that are implemented in real power plants and also well documented are
rare. Most implemented approaches are only rudimentarily described.

• Thermal power plants based on renewable energies should be covered in more detail.
This includes e.g. solar thermal, geothermal or biomass fired power plants. Profitability
of these power plants in future energy systems could be enhanced.

• The combination of online monitoring systems, expert knowledge applied as rule based
systems and suitable methods from data sciences can be a promising future research
field.

Last but not least, it seems that the framework conditions for the application of predictive
maintenance in general and even for complex systems like thermal power plants are better than
ever before. It can therefore be hoped that science and industry jointly turn the high potential
of predictive maintenance into real applications.
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Abstract  

Although the Steam Rankine Cycle (SRC) technology with water as working fluid has its 

techno-economic optimum in large, centralized plants, this technology can also be used in dis-

tributed Waste Heat Recovery (WHR) systems. This paper describes a pilot SRC plant, which 

on the one hand represents the state of the art in distributed small-scale WHR using water and 

on the other hand can be used to test new or further developed apparatus and equipment. The 

technology used, special aspects in the operation of SRC plants in the lower power range and 

measurements of the overall system are presented. Finally, an outlook on the future research 

and development of the system in terms of compactness, efficiency and economic operation is 

given. 

Keywords: Steam Rankine Cycle, SRC, Pilot Plant, Waste Heat Recovery, WHR 

Introduction/Background 

In large, centralized thermal power plants, the SRC, with water as working fluid, is state of the 

art. At high temperatures and pressures, such plants can achieve the currently highest efficien-

cies in the conversion of heat to electricity and are involved in more than half of the world’s 

electricity generation [1]. Applied research and development in recent decades has achieved 

thermal system efficiencies of up to 45 % with live steam parameters of up to 620 °C and 

280 bar [2]. The economic optimum of this technology lies in large centralised power plants 

with high availability. For the WHR in distributed small-scale plants, the Organic Rankine 

Cycle (ORC) technology, with organic working fluids instead of water, is state of the art, as it 

can be operated efficiently and economically even at lower temperatures. Various manufactur-

ers worldwide offer ORC systems with different working fluids for a wide range of applica-

tions, temperatures and power classes that can be operated economically [3, 4]. However, 

working fluids used in ORCs are often toxic, flammable, carcinogenic, have a high Global 

Warming Potential or Ozone Depletion Potential or tend to decompose at higher tempera-

tures [5, 6], which is why an adequate WHR is not applied in several processes.  

Water, on the contrary, as a non-toxic, affordable and widely available working fluid, offers 

many advantages in the areas of environmental protection, occupational health and safety. 

From a thermodynamic point of view, an SRC process with water as working fluid could 

achieve comparable system efficiencies only at higher waste heat temperatures [7, 8]. These 

high temperatures occur in many distributed energy conversion processes in various heat flow 

rates. In addition to natural gas, biogas and hydrogen Internal Combustion Engines (ICEs), 

which will continue to provide a reliable baseload supply in the future. High temperature waste 

heat in solid oxide fuel cells and volatile waste heat from mobile applications such as ships, 

trains and trucks, as well as industrial manufacturing processes [9] are therefore potential use 

cases for the SRC. Additionally, in processes with existing steam networks such as marine, 

516



food processing, laundries and hospitals, the SRC can convert the high exergy of fuels into 

flexibly usable electrical energy, while the remaining thermal power from the heat sink could 

still be used to produce steam and heat for other processes.  

SRC plant technology in the lower power range has not been developed significantly in recent 

years due to a lack of market incentives. Furthermore, challenges exist in the apparatus design 

of the steam generator, turbine, condenser and pump due to high required levels of superheat-

ing, comparatively low mass flows, high volume increase at phase transition and high evapo-

ration enthalpies. This results in the particular apparatuses becoming bigger or less efficient 

than in the ORC [10]. Gewald et al. conclude in their investigations of WHR that a more de-

tailed examination of process parameters and overall economics is required to make a well-

reasoned and meaningful decision for or against SRC [11].  

The research group of Distributed Energy Conversion and Storage at the TH Nürnberg de-

signed and constructed a SRC pilot plant called “MicroRankine” with water as working fluid, 

which converts the thermal energy contained in the exhaust gas of an ICE in electrical energy. 

The experimental setup, which represents the state of the art in small-scale distributed SRC 

technology, enables system testing of the overall design and the investigation and measurement 

of new or further developed apparatus and equipment.  

MicroRankine Pilot Plant 

The steam generator of the MicroRankine plant is fired by flue gas from a sewage gas ICE, 

which flows adjustable in counter current through the economizer, the fire tube boiler and the 

superheater. The Jenbacher JMS 312 GS-B.L ICE of this pilot plant has a nominal electrical 

power of 526 kWel, an exploitable thermal power of 316 kWth at 81 °C from the cooling system 

and 247.6 kWth at 451 °C from the 2,797 kg/h flue gas stream, when cooled down to 

170 °C [12]. The composition of the sewage gas and the waste gas of the engine at lambda 1.64 

are shown in Table 1. Calculated properties of the exhaust gas for the measured in- and outflow 

parameters of the steam generator are shown in Table 2. The material data of the specific pure 

substances were calculated with REFPROP [13]. The density and isobaric heat capacity of the 

exhaust gas mixture were calculated by the respective mass fractions and molar masses, the 

conductivity and viscosity with the mixing rule according to Wilke [14].  

 Table 1: Sewage gas and exhaust gas composition 

 
sewage gas exhaust gas 

T       [°C] 20 451 

H2O  [m%] 1.5 7.5 

N2     [m%] 1.5 68.7 

O2     [m%] 0.5 9.4 

Ar     [m%] 0.04 1.17 

CO2  [m%] 57.9 12.9 

CH4  [m%] 38.5 0.3 

Table 2: Calculated properties of the exhaust gas 

 

T  [ °C] 429.4 156.5 

p  [bar(a)] 1.032 1.016 

ρ  [kg/m³] 0.50 0.81 

cp [J/kg/K] 1169.8 1090.6 

η  [Pa‧s] 3.26E-05 2.25E-05 

λ  [W/m/K] 0.053 0.034 

The evaporator consists of an economizer, a steam boiler and a superheater. The water at up to 

approx. 16 bar(a) is preheated in the cross flow economizer almost to saturation, with the water 

flowing through 32 serial tubes made of P250GH with an outer diameter of 33.7 mm, an inner 

diameter of 27.9 mm and a length of 1.0 m. The exhaust gas flows around the finned tubes. 

The preheated water flows into the steam boiler, where the exhaust gas flows through the 176 

parallel tubes made of P250GH with an outer diameter of 26.9 mm, an inner diameter of 

22.3 mm and a length of 3.0 m. The water evaporates at the outside of the tubes. The filling 
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volume in operation is approx. 1,400 l. Finally, the saturated steam is superheated in the super-

heater to a maximum of 431 °C, while the exhaust gas flows around the 168 tubes made of 

1.457 with an outer diameter of 33.7 mm, an inner diameter of 28.5 mm and a length of 0.8 m, 

the steam flows through 12 parallel strings of 14 tubes each in cross flow.  

In order to be able to evaluate different turbine operating conditions, the live steam temperature 

can be lowered by means of a controllable injection cooling, which at the same time increases 

the mass flow. To avoid droplet impact in the turbine due to insufficient mixing of the super-

heated steam and the subcooled droplets, the steam first flows through an approx. 11 m long 

live steam section and a mist eliminator until it then flows into the turbine.  

The current turbine consists of four Laval nozzles in which the pressure is released and the 

steam hits a two-stage Curtis turbine wheel at supersonic velocity, where the kinetic power is 

converted into mechanical shaft power. The shaft, which is directly attached to the turbine 

wheel and on which both the permanent magnets of the generator and the magnetic bearings 

are mounted, rotates at a maximum speed of 36,000 rpm [15]. 

The expanded steam condenses in an Airec Compact 72-C-100-T asymmetric brazed plate con-

denser made from 1.4404 with 100 parallel plates [16]. The heat in the condenser is transferred 

to the river water cooling system of the sewage treatment plant, allowing variable exhaust 

steam pressures of a minimum of 0.08 bar(a) to be realized. Due to the polluted river water and 

the lack of possibility to clean the condenser, an intermediate circuit transfers the thermal en-

ergy to the river water via a screwed plate heat exchanger. After the condenser, the working 

fluid is stored in a hotwell with approx. 150 l in operation state.  

From the hotwell, the water is pumped back up to operating pressure by a LEWA type LDD 

piston membrane-type metering pump [17], where it first cools the turbine jacket and then 

flows into the preheater.  

A total of 18 temperature measuring points, which are relevant for the balancing and evaluation 

of the apparatuses, 12 pressure measuring points and 7 flow meters are installed in the plant. 

To monitor the water quality, in addition to two sampling points, through which the chemical 

parameters can be identified with the help of portable measuring instruments and laboratory 

tests, automated measuring instruments are installed. In parallel with a conductivity sensor in 

the steam boiler, sensors are installed before the pump in which the electrical conductivity, the 

pH-value, the oxygen content and the redox potential are measured [18]. From these four pa-

rameters and the actual temperature, the iron content can be concluded [19].  

The measuring points in the plant are shown in the simplified process flow diagram in Figure 1. 

The gas and water side high temperature measuring points at over 400 °C are accurate to at 

least +/-1.1 K, at temperatures around 200 °C to +/-0.59 K and the other temperature measuring 

points to +/-0.20 K. The pressure sensors are accurate to +/-1 %, the flow sensors in the circuit 

are accurate to +/-0.5 % and the flow measurement in the exhaust gas is accurate to at least 

+/ 1 %.  

The system is controlled by a Programmable Logic Controller and with the help of a Human 

Machine Interface, various operating points can be approached and measured data can be ex-

ported. The internal consumption of the pumps, the control system and the voltage converters 

are also recorded.  
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Figure 1: Simplified process flow diagram of the MicroRankine pilot plant with measuring positions 

A picture of the pilot plant as it is set up at the sewage treatment plant in Nürnberg is shown in 

the following Figure 2. 

Figure 2: MicroRankine pilot SRC plant at the sewage treatment plant in Nürnberg 

Discussion and Results 

The measurement data of the thermodynamic parameters in a steady state are displayed in Fig-

ure 3. The plant's internal consumption in this operating condition totals 1.28 kWel, 0.31 kWel 

of which is for the feedwater pump. The efficiency of the generator at full load is determined 

to 95 %, the efficiency of the inverter to 94.3 %. The overall pump efficiency in this operation 

point is 31.3 % and the isentropic turbine efficiency at a rotational speed of 36,000 rpm is 

56.8 %. The vacuum pump needs an additional power of 1.31 kWel when pulling vacuum. The 

heat flux transferred from the exhaust gas is 215.9 kWth, and the power of the turbine after the 

converter is 31.7 kWel, resulting in an overall gross plant efficiency of 14.7 % and net efficiency 

of 14.1 %.  
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Figure 3: Thermodynamic measurement data of the MicroRankine plant in steady state 

The large evaporator surface, that is not ideally insulated, causes a calculated heat flux of 

8.5 kWth that is lost to the environment in this case. Due to the long live steam mixing distance, 

2.5 kWth is lost between the steam generator and the steam turbine.  

As a result of the high number of flanges, which make the pilot plant very flexible in design, 

the volume under vacuum between the turbine and the pump is not perfectly tight. However, 

even with a largely welded system, total vacuum tightness cannot be achieved. In the Micro-

Rankine system, the vacuum pump always operates for some seconds when the pressure after 

the condenser exceeds a certain value. The exhaust pressures of the turbine and after the con-

denser increase over time and decrease rapidly again after activation of the vacuum pump. The 

temperatures after the condenser and after the hotwell decrease over time and increase rapidly 

when the vacuum pump is active. These trends over a period of 7.5 h are shown in Figure 4. It 

can be seen that the vacuum pump, and thus the proportion of air in the system, in the case 

considered hardly noticeably affects the turbine performance. The temperature after the con-

denser reaches the saturation temperature for a while after the vacuum pump is activated. The 

hotwell with its approx.150 l buffers this circumstance and thus protects the pump from cavi-

tation.  

520



 

Figure 4: Exhaust turbine and condenser pressure and temperature, pump inlet temperature, saturation tempera-

ture after condenser and turbine power in continuous operation at approx. 30,000 rpm 

Since the steam boiler and the economizer are made of unalloyed steel, the water quality must 

be checked regularly in the hermetic system to prevent corrosion. The plant was filled with 

fresh, deionized water for the following series of measurements. Figure 5 shows the course of 

conductivity, oxygen and pH-value in the steam boiler in black lines, as well as after the con-

denser in grey lines.  

 
Figure 5: pH-value, oxygen content and electrical conductivity of the water in the steam boiler and after the 

condenser applied over time 

It can be seen that the oxygen brought into the system via the fresh water largely disappears 

after a few days. The evaporator serves as a degasser and the oxygen is removed from the 

system via the vacuum pump. In the first days after filling the plant with deionized water, the 

vacuum pump starts more frequently. The conductivity in the steam generator is always slightly 
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higher than in the condenser, since the evaporation leaves all impurities in the boiler. The pH-

value in the steam generator stabilizes at approx. 8.7 and in the condenser at 7.2. To protect the 

steam boiler, an alkalizing agent must be introduced into the system in the future to raise the 

pH-value, alternatively the system must be made completely of stainless steel.  

The evaporator itself, with its net weight of almost four tons and the 1,400 l of water it contains, 

represents an energy store that can be used, on the one hand, to store and flatten volatile waste 

heat from industrial processes, for example. On the other hand, in the event of a blackout, such 

a boiler can be used to maintain the power supply until motor-driven emergency generators are 

started up. Especially in an infrastructure where a steam network is available anyway, e.g. in 

hospitals, this SRC technology could be adapted to the existing steam boiler and keep indis-

pensable equipment in operation in case of emergency. A heating failure was simulated with 

the MicroRankine system, the turbine power, the live steam temperature and the pressure de-

creasing with time are shown in Figure 6. Over a period of approx. 25 minutes, the turbine still 

supplies electrical power.  

 
Figure 6: Turbine power, live steam temperature and pressure in case of heating failure of the MicroRankine 

plant applied over time 

Summary/Conclusions and Outlook  

With the MicroRankine pilot plant, the state of the art in distributed small-scale SRC technol-

ogy is represented and the feasibility of scaling down large SRC power plants is proven. In 

current system tests a low-maintenance and reliable continuous operation of the individual 

components and the overall system is investigated. In transient experiments and simulations, 

the system behaviour of the plant will be investigated depending on volatile heat loads, con-

densation and ambient temperatures. A current research project of the TH Nürnberg with part-

ners from industry and applied science aims to develop a compact and economically optimized 

plant design for different applications. In detail, a once-through steam generator, an optimized 

steam turbine, an improved condenser and a standardized and modularized plant concept for 

waste heat in the area of 200 to 2,000 kWth are to be developed. This will enable a sustainable, 

safe and economic operation, where high temperature waste heat can be converted into electri-

cal energy and district heating as required. The developed apparatuses are to be investigated in 

the MicroRankine pilot plant under real operating conditions and tested in continuous opera-

tion.  
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Abstract 

Widespread application of distributed energy systems using thermodynamic cycles is 

hindered by the absence of efficient and cost-effective expanders. 3D printing offers an 

interesting option for customization and low cost manufacturing of turboexpander 

components, especially for low temperature machines which may operate with plastic 

materials. This work provides an introductory comprehensive experimental research of the 

performance of an air turboexpander with components being manufactured by various 3D 

printing methods and from different plastic materials and from stainless steel by DMLS 

method for reference. The flow components were investigated on a purpose-built pressurized 

air test rig. The highest obtained isentropic efficiency was around 40% with nylon 

components from the SLS method, but surprisingly also FDM method had shown outstanding 

performance. The SLA method, leaving a rather glassy surface and having the best resolution, 

ended up in our cold air trials poorly, and its brittleness had appeared to be a serious issue for 

practical applications. 

 

Keywords: 3D printing, additive manufacturing, turbomachinery, polymer materials, surface 

roughness 

 

Introduction 
The large expansion of distributed micro-scale energy systems based on low-temperature 

thermal cycles has a bottleneck in the performance, efficiency and cost of the expanders. 

Turboexpanders have the potential to provide high performance in comparison to volumetric 

ones [1], but they typically suffer from high costs inflicted by complex shapes increasing 

manufacturing costs and thus are not economically feasible for small series or even prototype 

and single-piece production. 

Additive manufacturing (AM) might be a potential solution to this cause as it both decreases 

the development time and the production cost of the turbine wheel. AM can also reduce the 

number of separate parts by printing the entire wheels in whole. Plastic materials, 

furthermore, provide an interesting possibility for such low-temperature applications. One of 

the typical drawbacks of the additively manufactured blades is a poor surface roughness in 

the as-made state. This one puts in the question of how extensive the post-processing has to 

be to achieve suitable performance. [2] A detailed overview of the application and 

opportunities of different AM technologies for turbomachinery can be then found in a 

precedent review study of the author’s collective. [3] 
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This work first further provides an updated version of the review of the additive 

manufacturing for micro turboexpanders. Then, the experimental method of investigation of 

the performance of several axial 3D printed impulse turbines made of plastic is described. 

The performance is investigated for the as-printed state of the components by various 

technologies (FDM, SLS, SLA and MJF - FDM – fused deposition modelling, SLS – selective 

laser sintering, SLA – stereolithography, MJF – multi-jet fusion). The results are then presented 

for each of the manufacturing technology and finally reported in a generalized summary. 

 

Review of additive manufacturing for micro turboexpanders 

As ORC micro turboexpanders are most likely not going to be ever produced in large series 

and customization is key for quality performance, a possibility to effectively tailor the 

turboexpander design to the desired operating conditions of the cycle is a necessity. That 

comes with increased costs mainly on the two fronts: i) the turbomachinery design and ii) the 

manufacturing of the designed turbine. The design part is tackled usually by specialized 

design tools that can easily vary and customize the turbine in a specific area of boundary 

conditions. [2] Cost-effective manufacturing of single-piece produced small-scale turbines 

was not possible until the last decade since AM technology allowed to produce technically 

feasible and sufficient products while being a cost-effective option in comparison with 

conventional manufacturing technologies.  

A brief overview of the state-of-the-art of AM for turbomachinery follows. For a more 

detailed and thorough review, a fellow reader is referred to the author’s collective previous 

work. [4] Summary of the possible additive manufacturing methods and their division 

according to ISO/ASTM 52900:2015 terminology is presented on a tree chart in Figure 1. 

 
Figure 1 A tree chart of additive manufacturing technologies according to ISO/ASTM 52900:2015 

Additive manufacturing has found its way towards large-scale turbines and major 

industrial manufacturers but not as a manufacturing technology for entire wheels or 

blades, but rather repairs, maintenance and overhaul of the current machines. [5] Another 

great trend in the AM for turbomachinery is 3D printing of wind turbine blades for the small 

and micro scale machines. This is though beyond the scope of interest of this paper as it 

discusses only turbomachinery components of thermodynamic cycles. [6] 

The authors see the further interesting potential of some of the above-mentioned 

technologies also for small to micro scale low temperature applications, as plastics can be 

utilized and lower stage loading is usually obtained. Based on the literature review as well 

as on in-house tests, an overview of AM applicability for micro turboexpanders was created 

and presented in Table 1 .  A very brief analysis of each AM method, which was used for the 

experimental tests and its applicability for turbomachinery with relevant references on 
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experimental investigations available in the literature, follows. For the complete overview, a 

fellow reader is referenced to the review paper of the author’s collective [4] 

Table 1 Summary of AM technologies for small turbines 

Technology Possible applications Materials Maximum 

temperature 

Advantages Drawbacks 

FDM Low demand parts, 

other parts with limits 

ABS, Ultra 

ABS, PETG 

~100 °C Cheap, widely available Rough surface, 

needs supports, 

anisotropic 

mechanical 

properties 

SLS Any parts Nylon, carbon, 

TPU, PP 

~80 °C Cheap, no supports, 

good accuracy 

Limited T ~80 °C 

SLA Stationary parts Resins >200 °C Good resolution and 

surface quality 

Very expensive, 

needs supports, 

problems with 

fine features 

DMLS Flow components Metals (steel, 

Al, Ti) 

>1000 °C Most available metal 

AM technology 

Expensive, 

sensitive to fine-

tuning, rough 

surface in as-

printed, needs 

supports 

MJF Any parts Nylon based 

composites 

~80 °C Cheap, no supports, best 

tolerances, fastest 

Limited T ~80 

°C; domain of HP 

company only 

EBM Flow components Metals (steel, 

Al, Ti) 

>1000 °C Fast, well-tuned 

properties 

Very expensive 

 

Stereolithography (SLA) 

Stereolithography is based on a functional principle of UV curing of a liquid resin. Most of 

the resins have a temperature limit of around 70 °C, which significantly reduces its potential 

for turbomachinery applications, but special high-temperature resins that can withstand 

temperatures up to 290°C for low loaded parts exist. The glossy surface similar to glass, 

high precision of the prints and low layer thickness suggest good applicability for 

turbomachinery. Furthermore, there are various references for this technology in relation to 

turbomachinery, especially for small scale cold aerodynamic tests and models in fluid 

dynamics research. [7]–[10] 

Fused Deposition Modelling (FDM) 

Fused Deposition Modelling is certainly the most common AM technology amongst private 

applications and is widespread at the market for reasonable prices. Nonetheless, the quality of 

its prints is usually not able to fulfil requirements and criteria for turbomachinery operation 

since the print inhomogeneity is rather large. The minimum layer thickness is a number of 

times higher than for SLA, and thermal effects cause large deterioration of accuracy, support 

structures are needed and leave burrs, circular tolerances are poor and surface quality is quite 

rough and requires additional treatment. Concerning the materials and their temperature 

resistance, FDM prints can sustain temperatures of over 80°C and exceptionally above 100°C 

(Ultra ABS material). Again, numerous references for the FDM technology application for 

technology were found in the literature, especially in micro scale for nozzles or vanes 

operated with cold air. [10], [11]  

Selective Laser Sintering (SLS) 
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Selective Laser Sintering is an AM method based on selective sintering of a polymer powder 

usually nylon powder and composite mixtures by a high-power laser. This technology 

provides and interesting option for small-scale turbomachinery since the height of individual 

layers start from very low thickness (around 50 µm). Together with no need for supporting 

structures, it provides decent surface quality, even without further polishing and with 

sufficient circular tolerances of the rotor wheels. The temperature resistance of the materials 

is usually around 80-100°C and a bit over 100°C for composite materials. No turbomachinery 

applications nor references have been found in the literature which is to the utmost of interest 

to the authors as its features, such as accuracy, rigidity, price and surface quality, make SLS a 

truly promising technology for small to micro-scale low-temperature turbomachinery 

applications.  

Very similar technology to SLS is HP’s Multi Jet Fusion (MJF), which also belongs to the 

polymer powder bed fusion family of the AM methods, and it also uses nylon as the main 

material. The main difference between MJF and SLS is the heat source. SLS uses a laser to 

scan and sinter each cross-section, while MJF uses ink as a fusing agent, which is dispensed 

on the nylon powder and thus promotes the absorption of infrared light. An infrared energy 

source then passes over the building platform and fuses the inked areas. This technology has 

the advantages of SLS technology and is cheaper per printed piece. Also, the dimensional 

accuracy as measured on the 120mm rotor wheel was the highest amongst all of the AM 

methods. This makes this technology promising for prototyping of turbine flow components 

for cold aerodynamic testing.  

Direct Metal Laser Sintering (DMLS) 

Direct Metal Laser Sintering technology is presented as one of the major AM technologies, 

which works on a similar principle as SLS, but with metal powders. The minimal layer height 

is similar to SLS, but the support structures are necessary, and the resulting surface roughness 

is very high. Altogether these factors limit the application for turbomachinery in the as-

printed state. On the other hand, most references have been found for this AM technology in 

the literature. The possibility to print cooling channels directly without drilling has been 

successfully explored for high temperature turbochargers for automotive. [12], [13] A small 

radial turboexpander for Organic Rankine cycle (ORC) was manufactured by SLS method by 

the author’s collective from Indonesian Institute of Sciences. The aluminium-silicon (AlSi) 

powder was used for the sintering of the rotor wheel. [14] Finally, a research team from 

Auckland have modelled, and successfully 3D printed a ultra-micro gas turbine rotor of 

several watts of mechanical power output using DMLS with Ti64 alloy powder. [15] 

Material Jetting (MJ) 

Material jetting is a group of AM technologies that utilize layer-by-layer 

photopolymerization of the materials solidified by UV curing such as SLA, but this 

technology allows for different materials to be used within the same printed part. The printer 

dispenses and jets the material from a nozzle of the movable print head onto the build 

platform where these droplets of material are cured by the UV light. Support structures are a 

necessity for these parts and these are often made of a material that can be later removed by 

melting or peeling off. This also differs the MJ technology from the SLA, which inherently 

must use the same material for the supports and for the printed part. 

A very similar experimental investigation to the one of the authors of this paper was 

conducted by researchers from the University of Birmingham. [16] The authors have 

manufactured the flow components using PolyJet technology (MJ with wax support 
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structures) and also performed cold aerodynamic testing in a similar setup, evaluating the 

overall isentropic efficiency on several pressure ratios and rotational speeds. Moreover, the 

authors were also studying the effect of varying the blade length of the additively 

manufactured stator and rotor wheels. The experimental study validated a CFD analysis of 

the fluid flow. Results showed that the 8 mm blade height micro-scale axial turbine using a 

rotational speed of 16000RPM achieved the best performance in terms of power output of 

around 800W and isentropic efficiency of 47.1%, with almost a 15% deviation from the CFD 

results. 

Experimental method 

Various combinations of rotor and stator wheel were tested to investigate several tasks. For 

the first generation, the combinations were made from stators and rotors made by DMLS, 

SLS, FDM and in two versions of chord length short chord and long chord. The DMLS stator 

wheels were tested with different finishing methods and with added support features to 

investigate these effects on the turbine performance. 

 

For the second generation, there were three variants of nozzle segment manufacturing 

methods SLA, SLS and DMLS - and three variants for the rotor - SLA, SLS and MJF. All 

combinations of the manufacturing methods, both for the nozzles and rotors were 

investigated. Detailed information regarding the first and second generation designs follow. 

 

Proof-of-concept first generation turboexpander 

This proof-of-concept 1
st
 gen turboexpander was designed to operate with air and 30 kJ/kg 

enthalpy head at a design pressure ratio of 1.4. The low design pressure ratio was chosen for 

the sake of a safe operation of the machine and not to run into high rotational speed and fluid 

speeds, respectively. The final design of the first-generation proof-of-concept experimental 

turbomachine is displayed in Figure 2. The geometrical parameters and the design procedures 

of this turbine are then extensively discussed in [17]. The midspan diameter was chosen as 

120 mm and the design rotational speed of 15 000 rpm.  

 

Figure 2 Design of the first-generation proof-of-concept turboexpander and detail of guide vane and 

rotor blade shapes S-90-12A and R-26-17A; source [17] 

The flow components of the micro turboexpanders of the first generation were designed 

according to the methodology and loss correlations for large scale steam turbines from 

the 1950s. The first generation was designed in two variations: long and short chord. 

These two differ in the number of blades in the stator and rotor wheel and as the name 

indicates, in the chord length, with approximately the same pitch to chord ratio. 

The main goal of the first generation was to prove that the concept is reliable and gives 

valid data for isentropic efficiency evaluation of turbine assemblies with flow components 
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made of several different materials and AM technologies. These AM technologies differ in 

the resulting surface roughness, geometrical precision and strength of the material, and the 

goal was to evaluate these effects on the overall efficiency of the turbomachine. In Figure 3 

are shown the details of the blading of the 1
st
 gen stator wheels.  

  
Figure 3: Investigated 1

st
 gen stator wheels, from the left – DMLS as-printed short chord stator, 

DMLS polished long chord stator and DMLS stator with the functional supports, SLS long chord, 

SLS short chord, FDM long chord 

 

The values of surface roughness of the blades are summarized in Table 2. The surface 

roughness measurements were performed inside the channel on the pressure side of the blade 

in the fluid flow direction, and the total values were averaged from five measurements with 

the lowest and the highest values of Ra left out, the accuracy of the roughness meter is 

declared as 10% of the measured Ra value.  

The lowest Ra was measured for the polished stainless steel DMLS blades and the highest for 

the same blades in the as printed state. The plastic wheels were without any post 

processing, and the same goes for the stators as well as the rotors. A variation of the 

DMLS stator wheel with functional supports (as recommended by the manufacturer) was 

tested. These supports were added for improved print quality, and the goal was to 

experimentally verify what will be the impact on the overall turbine performance with these 

extra features. 

Table 2 The surface roughness of the first-generation stator blades, measured inside the channel in the 

fluid flow direction 

AM technology Value Units 

Selective Laser Sintering (SLS, nylon) 5 µm 

Fused Filament Extrusion (FDM, ABS) 7.1 µm 

Laser Powder Bed Fusion (DMLS, stainless steel) - as printed 20 µm 

Laser Powder Bed Fusion (DMLS, stainless steel) - polished 0.9 µm 
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During the experiments, the 1
st
 generation turboexpanders were operated with only one 

admitted stator nozzle for long chord stator wheels and 3 nozzles for short chord wheels 

(equal to the degree of admission e of 6.7 %) with an aim to reduce the power output and the 

cost and size of the power electronics. 

Second generation micro turboexpander 

As a next step forward in the research of additively manufactured micro turboexpanders 

towards an ORC application, another geometry of the rotor and stator nozzles were designed 

specifically for the hexamethyldisiloxane and with supersonic convergent-divergent Laval 

nozzles. The second generation turbine assembly is displayed in the drawings and a cross-

section in Figure 4. These flow components were designed in a way that it would also be 

possible to test this combination with pressurized air in the same test rig as the first-

generation turbine and verify the possibility to transfer the results obtained from the cold 

aerodynamic testing of the AM flow components to the hot-fired ORC tests. 

 

Figure 4 Design of the second-generation ORC turboexpander and a cross-sectional view of the 

model 

 

This second generation also featured improved sealing and fitting of the assembly, which 

significantly reduced lead time for changing the flow components. With pressurized air 

though, the second generation of course operated in highly off-design condition, and the 

results yield from these experiments cannot be fully compared with the first gen. 

 
 

Experiments with the second-generation design were more focused onto gaining experience 

operating the turbine and also to compare various combinations of AM methods and 

materials for 3-D printing with different surface quality and geometrical precision. 

 

The nozzle segments and rotor wheels that were experimentally investigated are shown in 

Figure 5. Note the apparent drilling holes from the dynamic balancing (G 1.2 ISO 1940-1 

precision) of the rotor wheels and that the SLA wheel on the left is after an accident.  
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Figure 5 Second generation stator nozzles (upper image) and rotor wheels (lower image); from upper 

left to lower right – DMLS stainless steel, SLS nylon, SLA resin, SLA resin (shattered), SLS nylon, 

MJF nylon 

 

Again, as for the 1
st
 gen turboexpanders, the surface roughness of the nozzles was measured 

and with the same procedure. The results of the surface roughness measurement are reported 

in Table 3. 

 

Table 3 The surface roughness of the second-generation nozzle elements, measured inside the 

channel in the fluid flow direction 

 

AM technology Value Units 

Selective Laser sintering (SLS, nylon) 5.7 µm 

Stereolithography (SLA, resin) 5.4 µm 

Laser Powder Bed Fusion (DMLS, stainless steel) - polished 3.1 µm 

 

Description of the test rig and experimental data acquisition and evaluation methodology 

The main objective of the experiment was to test various additive manufacturing methods 

and their feasibility for turbomachinery, respectively, how their accuracy of the prints, 

mechanical properties and the surface roughness affects the overall isentropic efficiency of 

the machine. 

 

To perform such experiments, some equipment of the test rig was designed and built with a 

configuration according to Figure 6 exclusively for this purpose. The measurements were 

conducted at the Test bench for compressed air drives and technology (PDLT) at OTH 

Amberg-Weiden. 
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Figure 6 Schematics of the test rig configuration 

 

Apart from the turboexpander itself, an electrical device that serves as an integrated 

instrumentation and control system but also as a variable load and a heat sink was developed. 

All the electrical components were fitted into a frame that is easily transportable and mobile. 

The rotor of the turboexpander is directly coupled to the BLDC motor operating in the 

generator regime. A three-phase alternating current is produced by the generator. It is then 

rectified, and the overall voltage is measured. A calibrated precise resistor is used for current 

measurement by measuring the voltage drop. The generator speed and electrical parameters 

are measured. The rotational speed is measured from the generated phase-voltage frequency, 

which is directly proportional to the generator rotational speed by fixed periods per 

revolution. For the details regarding the measurement devices and data acquisition procedure, 

a fellow reader is referenced to [18]. 

The raw data are processed to evaluate the isentropic efficiency of each turbine assembly at 

steady states for any given rotational speed with a certain rpm step ramping up to the 

maximum rpm and slowing down. These values are then averaged. The thermodynamic 

properties of air are calculated using the fluid properties database REFPROP. The electrical 

efficiency of the generator (Turnigy SK3-6364-245) is calculated by the TorqueCalc tool at 

eCalc website
1
 as a function of rotational speed and torque. An assumption of equal 

efficiency in the motor and generator regime is presumed for the same mechanical power 

output on the shaft and the efficiency of the generator. The iteration loop for generator 

efficiency calculation was automated using GoalSeek function and bilinear interpolation. 

From the measured value of mechanical power and calculated isentropic power, one can 

obtain the final value of the isentropic efficiency at each steady state of each assembly at a 

given pressure ratio. The mechanical losses in bearings are included in the generator 

efficiency. 
   

Discussion and Results 

This chapter presents the results from the cold aerodynamic experimental campaign of the 

first and second generation additively manufactured axial impulse micro turboexpanders. 

There were various tasks to be performed and phenomena to be studied and analyzed from 

the experimental trials. 

                                                 
1
 https://www.ecalc.ch/torquecalc.php 

532



 

In total, over 20 experimental campaigns were conducted at the test rig; each for four 

pressure ratios (PR 1.3-1.6) by varying the inlet pressure of the compressed air; ergo over 80 

efficiency curves were measured in a region of 3000 to 12000 rpm with a step of 

approximately 500 rpm. 

 

First generation results and discussion 

For the 1
st
 gen turboexpander experiments, eight combinations of rotor and stator wheels are 

presented. For the 1st generation wheels, it is apparent that there is a significant difference 

in between the assemblies depending not only on the manufacturing method, the material and 

the resulting surface roughness but also on the short or long chord version of the stator wheel.  

 

Initially, the suitability of either a  long or short chord stator wheel was assessed. These 

two were designed to study the impact that the length of the chord and the number of 

blades, respectively, the Reynolds number effect would yield in this microturbine design. 

This has been studied on the selective laser sintered flow components. The results of this 

analysis are shown in Figure 7a, and it is apparent that the assembly with a stator wheel 

with a longer chord and lower number of blades was significantly better in performance at all 

pressure ratios compared to the stator wheel with a shorter chord. This has also been 

confirmed for other configurations with long chord stator wheels. 

 

 
 

Figure 7 a) Experimental comparison of the long and short chord SLS stator wheel (rotor also SLS) at 

different PRs; b) Effect of the surface roughness on the isentropic efficiency at PR 1.4; stator DMLSs 

with various post processing 

 

The authors argue that it may be caused by several effects; one being that for the long 

chord stator, only one nozzle segment was admitted by the pressurized air but three nozzle 

segments for the short chord ones. Therefore, the profile losses caused by the surface 

roughness are higher and also since there is a finite width of the trailing edge of the blades, 

some mixing of the streams occurs at the outlet. Also, as the nozzle channel is longer for the 

long chord stators, the flow is fully attached to the nozzle geometry, and the shape of the 

nozzle directs the fluid flow at design outlet angle, which might not be the case for the 

rather short chord lengths. Finally, the geometrical precision and accuracy of the AM 

a) b) 
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method for the short chord blade, relatively to the chord length, is much higher and the 

blades may not be shaped precisely according to the design. 

 

One of the other tasks was to investigate the effect of the friction losses of the DMLS steel 

flow components with different finishing methods and to compare the impact that improving 

the surface roughness has on the overall isentropic efficiency of the turbomachine. In Figure 

3, the as printed DMLS stator wheel, polished stator wheel and the stator wheel with 

functional supports as suggested by the manufacturer is shown. This effect is displayed in 

Figure 7b, where the supports have proven to be beneficial from the manufacturing point of 

view, but as anticipated, completely unusable from the aerodynamic viewpoint. Also, it is 

apparent, that especially in the region of low rotational speed, the polished nozzle surface 

improves the isentropic efficiency by a significant margin, which diminishes with increasing 

RPM. 
 

At the low Reynolds number region during the low rotational speed, the increased surface 

roughness may act as a turbulator which interrupts the large laminar viscous sublayer near 

the blade surface, which improves the overall performance due to lower profile losses. As 

the turbine operating point moves towards higher rotational speed, the flow gets into a fully 

turbulent region in which the effect of the high surface roughness is adverse. However, it is 

this high rotational speed region, in which the as printed stator assembly is superior in 

performance when compared to the polished one. This goes against the prediction, and the 

authors suggest conducting another experimental campaign with these two assemblies to 

verify this observation.  

 

The next effect that was studied was the effect of the partial admission on the turbine 

performance and the validity of the correlation for the ventilation losses (see equation below) 

originally adopted from [19]. 

 
This has been experimentally verified by performing measurements first for a single partial 

admission segment (one nozzle) and then for double the arc (two nozzles). The ventilation 

loss model should reflect the twofold increase in partial admission, and the experimental 

results would match the estimate from the 1-D model. The results can be observed in Figure 

8b, and it is apparent that doubling the partial admission arc, the maximum efficiency point 

moves towards higher rotational speed and also increases by 7 % points, this is most likely 

caused by that the design degree of admission of the turbine was 34% and in other cases for 

the 1
st
 gen trials, the turbines were operated with only 6.7 % degree of admission. Doubling it 

then moves the turboexpander closer to its design point, and it goes in hand with an increase 

of isentropic efficiency. 
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Figure 8 a) Comparison of FDM and SLS (long chord) stator wheels and the effect of 3-D printing 

methods on the isentropic efficiency; both with SLS rotor; measured at three different PRs; b) Effect 

of the partial admission on the ventilation loss correlation and turbine performance; both stator and 

rotor - selective laser sintered (SLS, long chord stator) 

 
Furthermore, the operation of the turbine and especially the rotational speed control was 

remarkably improved when adopting double partial arc admission. The authors consider this 

to be a result of balancing a counterforce by adding an additional fluid stream since the 

double partial arc admission was realized by adding an additional admitted nozzle at 180° on 

the opposite to the other nozzle. 

 

Since the results of isentropic efficiency without ventilation loss are quite different to each 

other, at these small power and very low partial arc admission, it appears as not directly 

applicable, respectively another effect associated with partial admission arc extent is present 

or the nature of rough printed parts and extremely low partial admission does not allow to use 

the applied correlation. 

 

Next on the list was the comparison of FDM and SLS stator wheels, especially the effect of 

different surface roughness and surface nature of each 3-D printing method. FDM 

components are distinguished by the specific layer-by-layer structure, which is the result of 

the manufacturing procedure, and it increases the roughness of the surface especially in the 

direction perpendicular to the build direction. 

 

In this case, the layer structure was indeed built perpendicularly to the flow path, so it was 

anticipated that this FDM stator wheel would yield worse performance compared to the more 

uniform and less rough SLS stator wheel. However, the latter was the case, as one can 

observe in Figure 8a, and perhaps as a result of the same effect as with the DMLS steel 

stators, the rougher the surface of the nozzles, the higher was the performance. Contradictory 

to the expected behaviour, despite having a rougher surface by 40 % compared to the SLS, 

the turbine assembly with FDM stator wheel was superior in terms of isentropic efficiency for 

any measured pressure ratios. 

 
 

a) b) 
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In spite of being the most affordable and common 3-D printing technology, ultimately and 

quite surprisingly, the FDM manufacturing method turned out to achieve the best values of 

isentropic efficiencies amongst all of the measured 1
st
 gen turbine assemblies (excluding the 

double admission experiment). This conclusion, however, should not be adopted to other 

turboexpanders without at least a preliminary assessment of the fluid flow regime. 

 

Finally, the effects of surface treatment such as sanding, polishing, metal plating, or chemical 

treatment of the plastic 3-D printed parts have not been analyzed despite the potential it may 

bring to the turboexpander performance. This may be considered a potential for future work. 

 
Second generation results and discussion 

As the 2
nd

 gen turboexpander was designed to operate with hexamethyldisiloxane, and also 

the flow components were designed according to that, the goal was to identify how 

transferable are the cold aerodynamic tests for an ORC turbine design. Additionally, and 

similarly to the 1
st
 gen tests, various additive manufacturing technologies were used for the 

nozzle segments and rotor wheels. The effect of the resulting surface roughness on the 

isentropic efficiency and also the operational parameters of the turbines were investigated and 

compared amongst the AM methods. Some of the AM methods were also adopted for the 1
st
 

gen wheel (SLS and DMLS), and some of them were new (SLA, MJF). In total, nine 

combinations of nozzle segments and rotor wheels were measured, differing only in the 

material and AM method, not in the number of blades or nozzle segments nor the degree 

of admission. 

 

Contrary to the 1
st
 gen experiments, a very narrow band of isentropic efficiencies in between 

25 and 30 % was obtained for different AM technologies. Moreover, the turboexpanders 

showed rather flat behaviours of their efficiency curves with increasing rotational speed and 

especially with an increasing pressure ratio. The highest overall isentropic efficiency was 

measured for the pair of SLS nozzle segments and SLS rotor wheel, again despite having the 

highest surface roughness of the measured nozzle segments. This combination was superior 

at any measured pressure ratio but only by a small margin compared to the rest of the 

nozzle/rotor combinations. This can also be seen in the efficiency chart in Figure 9 for the 

design pressure ratio. 

 
Figure 9 Second generation design, different AM methods stator/rotor; pressure ratio of 1.4 
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From the operational standpoint, it was also an overarching goal amongst all of the 

experiments to evaluate the effect of geometrical inaccuracies of the AM flow components 

on the assembly, fitting, sealing and safe operation of the turbines. Some mechanical 

issues were observed as well, mostly as a result of a dynamic runout of the rotor wheel 

caused by the inhomogeneity of the additive manufactured part and also by the overhung 

rotor concept, which resulted in further dynamic imbalance and finally bending the shaft. 

Issues with an inaccuracy of some of the manufacturing methods were also observed, most 

apparent for the SLA manufacturing technology. The inaccuracies negatively affected the 

fitting and assembly of the parts. Also, some problems with a different rate of thermal 

expansion of the plastic wheels and the aluminium stator frame occurred, which lead to 

troubles with exchanging the prototyped stator wheels. 

 

Summary/Conclusions  

This paper brought an insight into the problematics of additive manufacturing and especially 

its potential for turbomachinery. This potential was experimentally verified by cold 

aerodynamic testing. Various aspects such as geometrical precision, accuracy, surface 

roughness, inhomogeneity or material integrity of the 3D printed flow components and their 

respective impacts on the turboexpander performance were investigated on a test rig built 

specifically for that purpose.  

 

Furthermore, the results from the experimental campaign with four different additive 

manufactured (FDM, SLS, SLA and MJF) plastic flow components are reported within the 

scope of this work. The highest obtained efficiency was around 40% with nylon components 

from SLS method. Each of the AM methods are finally evaluated based on the authors’ 

experience from the experimental campaign within Table 4. The conclusions drawn from the 

cold air testing will then be transferred towards implementing additively manufactured parts 

in the development of an ORC turboexpander.  

 

Table 4 Evaluation of the four investigated plastic additive manufacturing methods based on 

experience from the experiments 

 

Technology FDM SLS SLA MJF 

Accuracy - + - ++ 

Homogeneity - + + ++ 

As printed surface roughness - + ++ + 

Price per part printed ++ + - ++ 

Mechanical properties - + - + 

Durability - + - + 

Measured efficiency ++ ++ - + 

Overall performance - + - ++ 

 

Acknowledgements 

This work has been supported by project SGS21/111/OHK2/2T/12 Micro-scale turbines for 

distributed energy systems. 

References 

[1] A. P. Weiß, “Volumetric expander versus turbine – which is the better choice for small ORC 

plants,” in 3rd ASME ORC Conference, Brussels (Belgium), 2015, pp. 1–10. 

537



[2] A. P. Weiß et al., “Customized ORC micro turbo-expanders - From 1D design to modular 

construction kit and prospects of additive manufacturing,” Energy, p. 118407, Jul. 2020. 

[3] V. Novotny, J. Spale, B. B. Stunova, M. Kolovratnik, M. Vitvarova, and P. Zikmund, “3D 

Printing in Turbomachinery: Overview of Technologies, Applications and Possibilities for 

Industry 4.0,” in ASME Turboexpo 2019, 2019. 

[4] V. Novotny, J. Spale, B. B. Stunova, M. Kolovratnik, M. Vitvarova, and P. Zikmund, “3D 

printing in turbomachinery: Overview of technologies, applications and possibilities for 

industry 4.0,” in Proceedings of the ASME Turbo Expo, 2019, vol. 6. 

[5] W. (Siemens P. and G. division) Meixner, “Additive Manufacturing Breakthrough with 3D 

printed Gas Turbine Blades,” 2017. [Online]. Available: 

https://www.siemens.com/press/pool/de/pressemitteilungen/2017/power-

gas/PR2017020154PGEN.pdf. 

[6] K. Bassett, R. Carriveau, and D. S.-K. Ting, “3D printed wind turbines part 1: Design 

considerations and rapid manufacture potential,” Sustain. Energy Technol. Assessments, vol. 

11, pp. 186–193, Sep. 2015. 

[7] K. Rahbar, S. Mahmoud, R. K. Al-Dadah, N. Moazami, and S. A. Mirhadizadeh, 

“Development and experimental study of a small-scale compressed air radial inflow turbine for 

distributed power generation,” Appl. Therm. Eng., vol. 116, pp. 549–583, 2017. 

[8] A. M. Al Jubori, F. N. Al-Mousawi, K. Rahbar, R. Al-Dadah, and S. Mahmoud, “Design and 

manufacturing a small-scale radial-inflow turbine for clean organic Rankine power system,” J. 

Clean. Prod., vol. 257, p. 120488, 2020. 

[9] M. Meier, W. Gooding, J. Fabian, and N. L. Key, “Considerations for Using Additive 

Manufacturing Technology in Centrifugal Compressor Research,” J. Eng. Gas Turbines 

Power, pp. 1–10, 2019. 

[10] I. Hernandez-Carrillo, C. Wood, and H. Liu, “Development of a 1000 W organic Rankine 

cycle micro-turbine-generator using polymeric structural materials and its performance test 

with compressed air,” Energy Convers. Manag., vol. 190, no. December 2018, pp. 105–120, 

2019. 

[11] J. E. Grady et al., “A Fully Nonmetallic Gas Turbine Engine Enabled by Additive 

Manufacturing Part I : System Analysis , Component Identifi cation , Additive Manufacturing , 

and Testing of Polymer Composites,” no. May, 2015. 

[12] Y. Zhang, T. Duda, J. A. Scobie, C. M. Sangan, C. D. Copeland, and A. Redwood, “Design of 

an Air-Cooled Radial Turbine: Part 1 — Computational Modelling,” in Volume 8: 

Microturbines, Turbochargers, and Small Turbomachines; Steam Turbines, 2018, p. 

V008T26A013. 

[13] Y. Zhang, T. Duda, J. A. Scobie, C. M. Sangan, C. D. Copeland, and A. Redwood, “Design of 

an Air-Cooled Radial Turbine: Part 2 — Experimental Measurements of Heat Transfer,” in 

Volume 8: Microturbines, Turbochargers, and Small Turbomachines; Steam Turbines, 2018, 

p. V008T26A014. 

[14] M. Arifin, B. Wahono, E. Junianto, and A. D. Pasek, “Process manufacture rotor radial turbo-

expander for small scale organic Rankine cycles using selective laser melting machine,” 

Energy Procedia, vol. 68, pp. 305–310, 2015. 

[15] R. D’souza and R. N. Sharma, “An experimental study of an ultra-micro scale gas ‘Turbine,’” 

Appl. Therm. Eng., vol. 163, p. 114349, Dec. 2019. 

[16] K. M. Khalil, S. Mahmoud, and R. K. Al- Dadah, “Experimental and numerical investigation 

of blade height effects on micro-scale axial turbines performance using compressed air open 

cycle,” Energy, vol. 211, p. 118660, 2020. 

[17] V. Novotny et al., “Design and manufacturing of a metal 3D printed KW scale axial 

turboexpander,” in Proceedings of the ASME Turbo Expo, 2019, vol. 8. 

[18] J. Spale, V. Novotny, V. Mares, and A. P. Weiss, “3D Printed Radial Impulse Cantilever 

Micro-Turboexpander for Preliminary Air Testing,” AIP Conf. Proc., 2021. 

[19] C. Pfleiderer and H. Petermann, Strömungsmaschinen. Springer-Verlag, 7. Auflage , 2004. 

 

538



Artificial Neural Network based marine diesel engine modelling 
 

Joseba Castresanaa*, Gorka Gabiñaa, Leopoldo Martinb, Zigor Uriondob 

a AZTI, Marine Research, Basque Research and Technology Alliance (BRTA) - Txatxarramendi ugartea 

0-48395,  Sukarrieta 

bDeparment of Thermal Engineering, University of the Basque Country UPV/EHU, Alameda Urquijo s/n 

48013   Bilbao, Spain 

 

Abstract 

 

Condition based maintenance (CBM) is one of the most effective instruments to avoid 

failures in marine diesel engines. If engine performance is accurately predicted by a 

model, deviations between real-modelled results might be good indicators when a certain 

failure is about to happen in the real engine. On this basis, data-driven modelling 

techniques offer high accuracy and low calculation times being able to predict engine 

performance in real-time applications. In this contribution, Artificial Neural Networks 

(ANN) were used to fully model a YANMAR-6HYM-WET diesel engine, predicting 31 

performance parameters (i.e cylinder exhaust gas temperatures, oil temperatures etc.) and 

validating the model with real engine tests. Among the results, a faulty sensor was 

identified during the training phase of the ANN. All the 31 predicted performance 

parameters showed mean absolute percentage errors below 7.5%. Exhaust gas 

temperature, torque and cooling water system temperature predictions showed highest 

accuracy levels, while air pressure measurements in turbocharger outlets and engine inlet 

showed highest error levels due to their small range of variation. Prediction accuracy was 

discussed among different parameters, analysing the robustness of the designed ANN 

when predicting multiple outputs. Finally, different procedures were presented to 

consider parameters with highest error levels in fault detection or diagnosis systems.  
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Nomenclature 

 

CBM Condition-Based Maintenance HC  Hydrocarbons 

ANN Artificial Neural Networks CO2 Carbon dioxide 

SFOC  Specific Fuel Oil Consumption BTE Brake thermal efficiency  

Texh Exhaust gas temperature ISO International Organization for 

Standardization 

BSFC Brake specific fuel consumption TC Turbo-compressor 

CNG Compressed Natural Gas MSE Mean Squared Error 

NOx Nitrogen oxides MAPE Mean Absolute Percentage Error 

CO Carbon monoxide R Regression coefficient 

 

Introduction 

 

Marine transport has a pivotal role in global trade, and it accounted for 46% of the value 

of the goods exported from and 56.2% imported to the European Union in 2019, being 

the most used mean of goods transport [1]. In the same year, 1355 incidents were 

registered in the European Union fleet, among which 295 were caused by propulsion loss 

[2]. In this context, condition-based maintenance is becoming a fundamental instrument 

to avoid failures in marine diesel engines and reduce the number of incidents given by 

propulsion issues. Some authors assume that the mean cost of a failure replacement is 10 

time higher than that for a preventive replacement [3], so preventive maintenance is 

interesting in safety and economic terms.  

On this basis, engine performance prediction is fundamental to detect deviations that may 

indicate early failures. Engine modelling techniques have thus become a subject of 

particular concern in recent years [4]. Many research works have focused on 

thermodynamic modelling techniques to simulate engine performance. Some authors 

have developed theoretical assessments to ascertain different performance parameters [5, 

6]. Others have preferred to use different software for thermodynamic simulation [7-10]. 

According to Albrecht et al [11], computational time may depend on the dimensionality 

of the model, but in spite of choosing low dimensional thermodynamic models, 

calculation time may be too high for real time applications as stated by Castresana et al. 

[12].  

With the aim of reaching high prediction accuracy levels and low time calculations, 

machine learning techniques have been widely used in the last decade. Cai et al. [13] used 

Support Vector Machine for engine subsystem state classification. Atmanli et al. [14] 

used response surface methodology to reach optimum alternative fuel blends. Some 

authors have also compared different machine learning techniques to reach optimum 

models. Flett and Bone [15] compared five different machine learning classification 

techniques for valve train fault detection, concluding that Naïve Bayes gave the best 

overall performance in terms of detection and classification accuracies.  Moosavian et al. 

[16] compared K-nearest neighbour and artificial neural networks for fault detection on a 

main engine journal bearing, studying different architectures and concluding ANN with 

540



5 neurons in hidden layer gave best overall performance. Most recently, Xu et al. [17] 

demonstrated that combining different data-driven models the performance of a wear 

detection system could be enhanced.  

ANNs offer high robustness and accuracy levels, being one of the most used diesel engine 

modelling techniques in the last decade [4]. Part of the ANN research has focused on the 

classification of different faulty situations of the engine. Srihari et al. [18] identified worn-

out gear case and cracked tooth case by using a multilayer feed forward neural network. 

Liu et al. [19] developed a misfire detection model by using artificial neural network 

models.  

Apart from being applied to classify among different engine faults, artificial neural 

networks have been widely used to predict engine performance parameters. Parlak et al. 

[20] studied the ability of an ANN to predict SFOC and Texh, proving that a well-trained 

network could be fast and accurate enough to evaluate diesel engine parameters. Yusaf et 

al. [21] predicted brake power, torque, BSFC and exhaust emissions for a CNG/diesel 

dual-fuel and compared the results to pure diesel fuelled results, concluding lower 

maximum power and emissions (NOx, CO and CO2) for dual-fuelled case.  

Artificial Neural Networks provide great advantages in certain research fields as it is 

diesel engine operation whilst using alternative fuels. As mentioned before, these are 

data-driven modelling techniques, so the network does not necessarily have to know 

about alternative fuel chemical reactions to give accurate results. This has leaded many 

research works to focus on engine ANN modelling while using alternative fuels [22-24].  

Besides, this has resulted in many other studies predicting emission parameters by using 

ANN [25-27] 

Concerning the marine field, ANN has been used by many authors to model marine diesel 

engines. Basurko et al. [28] predicted 15 performance parameters with an ANN 

comparing predicted values to real values to identify different faults in marine operational 

environment. Noor et al. [29]compared ANN and mathematical model accuracies when 

predicting brake power, BSFC, BTE, volumetric efficiency, Texh and NOx in a 6-cylinder 

marine diesel engine. They concluded that ANN was a reliable prediction tool in terms of 

accuracy levels, showing better overall performance than the mathematical model.  

Many of the previous studies selected few input/output parameters for their Neural 

Networks without a previous correlation study. In this context, some authors carried out 

the selection by pure trial and error. For instance, Porteiro et al. [30] concluded after 

several attempts that coolant temperature and oil temperature were unnecessary for their 

model, removing them from the input vector. Alternatively, Roy et al. [31] used the 

Pearson Correlation Coefficient to examine the correlation between different parameters 

to choose the most relevant ones for the neural network input and outputs. Jafari et al. 

[32] carried out a combination of correlation matrix, Principal Component Analysis and 

Hierarchical clustering to ascertain the correlations between parameters from different 

groups of a six-cylinder diesel engine. 
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Furthermore, most of the existing studies have not dealt with multiple output models, 

considering reduced output quantities in the majority of the contributions. Lazakis et al. 

[33] conducted a fault detection system based on solely Texh prediction. Shailaja et al. [26] 

predicted CO, NOx and HC only including 3 different outputs for their model.  Higher 

output dimension models could be found in [31, 34] with 5 outputs, [29] with 6 and [35] 

with 8 outputs. Nevertheless, none of the presented studies included more than 10 outputs 

with some exceptions [28]. Some authors even designed separate ANNs for each output 

when higher output dimensions were presented [36].  

In the present study, a YANMAR-6HYM-WET marine diesel engine is fully modelled, 

predicting 31 performance parameters throughout the whole engine. Prediction accuracy 

is discussed for different parameters predicted by the network, identifying which ones 

have stronger correlation with the engine performance. Likewise, it is concluded which 

parameters should be included in a fault detection system and which ones should be 

avoided in order to avoid misclassifications.   

Materials and methods 

 

Testing bench and equipment 

 

The engine used for the experimental trials is a YANMAR-6HYM-WET six-cylinder 

marine diesel engine. This engine has twin turbochargers and is cooled with sea water; its 

characteristics are shown in Table 1. The engine load is controlled using a hydraulic brake 

which allows the user to manually change the load from 0% to 100% of the engine 

capacity. The acquisition system used to measure and acquire engine performance 

parameters is a National Instruments Compact FieldPoint which is directly connected to 

a Labview data acquisition software. Once the data is recorded, it is exported and pre-

processed in Python3 to be introduced in the artificial neural networks. 

Table  1 YANMAR-6HYM-WET engine characteristics 

Parameter Value Unit 

Manufacturer YANMAR [-] 

Type of cycle 4 stroke medium speed [-] 

N cylinders 6 [-] 

Nominal speed  2084 Rpm 

Nominal power 424 kW 

Compression ratio 15.18 [-] 

Bore  132.9 mm 

Stroke 165 mm 

Air charge  Turbocharged [-] 
 

Figure 1 shows the engine scheme used for experimental trials. In total, 27 temperature 

and 7 pressure parameters were measured throughout the whole engine, as well as 

ambient conditions, engine torque and fuel consumption. Different colours were applied 

depending on the fluid measured by each sensor, according to the main colours set for 

different fluids in ISO14726 [37]. Table 2 shows the uncertainties of the different data 
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acquisition systems used in the experimental trials. Engine trials were carried out varying 

engine load from 0% to 100%. The acquired data base was used to train, validate and test 

the proposed Artificial Neural Network to later discuss accuracy among the different 

predicted parameters.  

 

Figure  1 YANMAR-6HYM-WET engine data acquisition scheme 

Table  2 Measuring instruments and uncertainties 

ID Unit Instrument Uncertainty 

T01, T05, 

T09, T10, T13 
[ºC] 

Pt100 temperature 

sensor 
± 0.3 °C 

T02, T03, 

T04, T06, 

T07, T08, 

T11, T12, 

[T14,…,T27 ] 

[ºC] 
K Type 

Thermocouple 
± 4%  

ρ0,H0,T0 
[kg/m3], [%], 

[°C] 

HD2001.1 

meteorological 

station 

ρ0: ±0.5mbar 

H0: ±1.5% 

T0: ±0.3% 

P01, P02 [bar] 
Pressure transmitter 

SEN 9601 B055 
±0.5% 

P06, P07 [bar] 
Pressure transmitter 

SEN 9601 B075 
±0.5% 

 P03, P04, P05 [bar] 
Pressure transmitter 

KTP-D-F1 
±0.25% 

Engine speed [rpm] 
Kistler encoder 

Type 2614B 
± 0.05% 

Piston 

Position 
[°] 

Kistler encoder 

Type 2614B 
± 0.02° 

Torque [Nm] 
Kistler 

4502A50RA 
< 0.07% 

Fuel 

consumption 
[Kg/h] 

Instrument: KRAL 

OME13flow metre 
± 0.1% 
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Artificial Neural Network model 
 

Artificial Neural Networks were selected to model the engine used in this case of study. 

Concretely, Feed Forward ANN were used for the simulation. As mentioned by Fine [38], 

the neural networks methodology enables to design nonlinear systems accepting large 

numbers of inputs, based solely on input-output relationships. Therefore, a medium speed 

diesel engine was set on different load conditions so as to acquire a database to train 

validate and test a Feed Forward Neural Network.  Thus, 400 data samples of 40 different 

parameters (8 inputs and 32 outputs) were measured throughout the whole load spectrum 

of the engine. Data partition was 70%, 15% and 15% for training, validation and testing 

respectively, and 20 samples were randomly selected from testing data to analyse testing 

results visually. Figure 2 shows the ANN scheme proposed in this study, presenting 

selected inputs and outputs for the model.  

 

Figure  2 ANN scheme 

 The ANN was designed and implemented in Matlab, which in contrast to other ANN 

design methodologies allowed to select Levenberg-Marquardt algorithm for network 

training. This is a high order gradient based optimization algorithm, which was selected 

by Rezaei [39] as the most suitable training algorithm after being compared to other 12 

training algorithms.  Concerning transfer functions, hyperbolic tangent sigmoid and pure 

linear were selected for hidden and output layers respectively. Before optimizing the 

ANN structure, the network was proved with 25 neurons in hidden layer to analyse at first 

sight whether data was pre-processed successfully. Figure 3a shows the training phase 

regression in the first attempt. Target values near 0 and 1 presented many different 

outputs, which is represented as two vertical lines of points in these two target values. 
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Figure  3 Training regression before and after removing T14 

Thus, this means that the ANN did not properly predict target values of 0 and 1 for some 

parameters. However, after revising the existent database, it was found that sensor T14 

(Air temperature in TC#1 inlet) was broken during the engine tests, giving wrong values 

throughout the tests. Therefore, T14 was removed from the existing database, and the 

ANN was again proved with the same structure but not including T14, resulting in the 

training regression presented in Figure 3b. It is observed that the mentioned two vertical 

lines disappeared, resulting in an increased training regression value. Once it was checked 

that no other sensors gave incorrect values, number of neurons in hidden layer was 

determined by analysing validation MSE and R values for different hidden layer 

configurations. Yang et al. [40] and Noor et al [41] followed analogue methodologies to 

ascertain optimum training learning rate and neuron number in hidden layer respectively. 

Figure 4 shows validation MSE and R values for different neuron numbers in hidden 

layer.  

 

Figure  4 Validation R and MSE values for different neuron numbers in hidden layer 
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Neuron number of 27 presented highest R and lowest MSE values; it was therefore 

selected as the neuron number for hidden layer.  

Results 

 

As seen in section 2, training regression showed values near 1, which induced that outputs 

predicted at the end of the training phase were near their respective target values. As 

mentioned in this section, 15% of data was reserved for testing. With the aim of visually 

analysing the accuracy of each parameter prediction, 20 samples were randomly selected 

from the testing data, to show whether output values match target values in different 

parameter predictions. Accuracy levels change depending on each parameter, so this 

should be considered when applying this kind of models to a diagnosis or fault detection 

process. Figure 5 and 6 show ANN predictions for exhaust gas temperature in cylinder 1 

(T16) and air temperature in the air cooler inlet (T10) respectively.  

 

Figure  5 ANN predictions and target values for Texh cylinder1 

 

Figure  6 Air cooler inlet air temperature ANN predictions and target values 
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Except for a few out-layers in each case, both parameters are predicted with high accuracy 

levels for different engine loads. Nevertheless, in fault identification applications 

incipient faults may be identified by observing deviations between ANN predictions and 

the target values, so out-layers may be avoided to prevent misclassifications. Likewise, 

minimum error levels should be required to include a parameter in this kind of preventive 

maintenance applications.  Therefore, in this case of study an error analysis was 

conducted to evaluate the accuracy level for each parameter. Thus, Mean Absolute 

Percentage Error was selected to carry out the mentioned analysis in the 20 testing 

samples. This error equation calculates the mean of the relative percentage error for a n 

number of predictions. Equation 1 shows the cited mathematical expression.    

 

𝑀𝐴𝑃𝐸 =  
1

𝑛
 ∑

|𝑡𝑖 − 𝑦𝑖|

𝑡𝑖

𝑛

𝑖=1

 

 
(1) 

 

yi is the predicted output for the sample i and ti is its respective target value. n is the 

number of samples, which is 20 in this case of study. Therefore, MAPE was calculated 

for the 20 sample predictions of the 31 predicted parameters. Figure 5 shows MAPE 

values calculated for all parameters predicted in the 20 testing samples. Different colours 

are used following the colour code used in Figure 1 for different fluids. Likewise, 

abbreviations used for each parameter correspond to the parameters shown in Figure 1.  

 

 

Figure  7 MAPE values for different parameter predictions in testing data 
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Highest MAPE values correspond to pressure parameters. Parameters P04 and P05 

represent pressures in discharges of turbochargers 1 and 2 respectively. MAPE values 

shown for these two parameters are two of the highest in the whole engine (7.48% and 

6.68% respectively). On the contrary, the temperature parameters measured in the same 

points T12 and T06, present much lower MAPE values with 1.21% and 1.26% 

respectively. The rest of temperature errors remain below 2.10% for the air system of the 

engine.  This suggests that it may not be a problem of the air system itself, but the relation 

between measured pressures and engine performance; this issue will be later treated in 

discussion section.  

The other highest error parameters correspond to the rest of the pressure measurements. 

Engine inlet air pressure P03 shows 6.76% MAPE error, which is notably higher than the 

1.08% MAPE value of engine inlet air temperature prediction T08. High temperature 

water pressure measured in engine inlet P01 also presents relatively high MAPE value 

when being compared to others with 4.01%. In general terms, the 7 pressure 

measurements present the highest MAPE values, which will be later object of discussion. 

On the other hand, exhaust gas temperatures show good agreement between model 

predictions and real target values, which induces a strong correlation between this 

parameters and engine performance. The same happens with low temperature water 

system temperatures and air system temperatures. Torque prediction presents 2.06% 

MAPE value, which at first sight may be lower considering that power is an input for the 

model. However, the relation between these two variables would depend on the engine 

speed which did not remain constant during engine tests.  

 

Discussion 

 

In the present case of study, the capability of an artificial neural network to predict 

multiple engine parameters was demonstrated with a marine diesel engine operating in 

real conditions. Despite facing different load conditions ranging from 0 to 100% in the 

engine, the model was able to predict all parameters within MAPE values below 7.5%. 

Castresana et al. showed different ANN structures used for engine performance and 

emission predictions [12]. It was seen that almost all studies considered less than 10 

outputs when predicting engine performance and emission parameters, with few 

exceptions [28]. In this contribution, 31 different parameters were predicted throughout 

the whole engine, analysing the robustness of the ANN to fully simulate a medium speed 

marine diesel engine. Furthermore, the prediction accuracy of different parameters will 

be discussed in the next section, analysing their applicability to real engine diagnosis 

processes.  

Relative percentage errors reached by other authors vary depending on each ANN model. 

For instance, Sinaga et al. [42] reached relative errors between  0.2244-0.3577% when 

predicting only two outputs: torque and fuel consumption. Other studies which considered 

higher output dimensions also showed higher MAPE values. Javed et al. [43] reached 

4.963% MAPE overall value when considering 8 different parameters as outputs. After 

conducting a comparison between different training algorithms and ANN structures, they 

concluded that Levenberg Marquardt with 16 neurons in hidden layer gave the best 
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results. In this case of study, 27 was the number of neurons in hidden layer, which is 

reasonable since much more inputs and outputs are considered in comparison to their 

model.  

In the present study, exhaust gas temperatures through engine cylinders and exhaust ducts 

showed the lowest MAPE values. Thus, one of the reasons for this phenomenon is the 

strong correlation between exhaust gas temperatures and engine performance. This has 

led many authors to include this parameter as an output in their studies, reaching different 

error levels depending on each ANN modelling approach. Cay et al. [36] reached 3.14% 

for Texh prediction, however, one specific ANN was developed for each of the four 

predicted outputs. Likewise, Parlak et al. [20] predicted specific fuel consumption and 

exhaust gas temperature, reaching 2.36% MAPE value for Texh prediction. The error 

levels reached in this study for the different exhaust gas temperatures are in the range of 

the mentioned studies despite being predicted all at once with other 19 parameters, which 

induces a good model performance. Nevertheless, there have also been some studies with 

lower error levels when predicting exhaust gas temperatures. Noor et al. [41] reached 

0.58% MAPE value for Texh prediction in a marine diesel engine by using an ANN trained 

by Levenberg Marquardt. In the same study, 2.78% MAPE value was reached for torque 

prediction. Hence, comparing them to the present study it can be seen how in their study 

Texh showed higher accuracy levels while torque showed lower accuracy levels in the 

same model. Besides, this fact reveals the dependency of the model accuracy not only on 

the model structure itself but also on the parameter being predicted. All in all, Texh 

predictions showed high exactitude in the present paper, becoming an important and 

reliable parameter to be included in condition-based maintenance applications.  

It was seen that pressure measurements gave much higher error values than temperature 

measurements in some cases. This in part is due to the small range in which some 

pressures changed. In case of air duct measurements, pressure values ranged from -0.02 

up to 1.45 bar (manometric pressure), which means that an error of 0.1 bar would induce 

an error of 6.8%. On the other hand, other pressure measurements such as oil pressure in 

engine inlet P06 reached up to 5 bars, having a wider range in measurements. If MAPE 

value is observed for this parameter, 1.14% was reached, which is relatively low in 

comparison to other parameters. It was thus proved that low acquirement range was 

causing increased MAPE values in air pressure measurements.  

When observing threshold values for faulty conditions set in other studies, it is concluded 

that these parameters may lead to misclassifications. For instance, Basurko et al. [28] 

established threshold values from 5 to 8% for different faulty conditions. In this study, 

MAPE values reached for air pressure measurements were in that range, which would 

cause errors in fault classification. Considering that MAPE values presented in Figure 7 

are mean values for 20 testing samples, it may also happen that P01 (high temperature 

water pressure in engine inlet), which reached MAPE values of 4.01%, may also induce 

misclassifications in some specific points. Therefore, in case of P01, P03, P04 and P05, 

two different approaches may be carried out: i) avoid them in order to prevent 

misclassifications; ii) set higher thresholds for these parameters when designing the fault 

identification system. The second approach would be very interesting in some specific 

fault detection applications such as turbocharger faulty condition identification. When a 

turbocharger does not work properly, there may be a decrease in the outlet pressure which 

549



would result in a big deviation between the model and the real engine. In this kind of 

faulty situations these parameters could be very helpful even if their threshold values were 

bigger than in other parameters.  

Additionally, in this study there were some parameters that showed high accuracy levels 

not because of their strong correlation with engine performance but because of their low 

variation through engine tests. This is the case of fuel temperature T09 which did not 

show a clear correlation with respect to input parameters; however, as it did not change 

throughout engine tests, prediction accuracy level was relatively high. The same 

happened to fuel pressure, which changed only 0.13 bar from lowest to highest engine 

loads. Even if they may not provide as much information as other highly correlated 

parameters, these parameters may be included in a diagnosis process, as if they were much 

deviated from their constant trends they may be good indicators for a upcoming faulty 

situation.  

Conclusions and future work 

 

In the present study, a six-cylinder medium speed marine diesel engine was modelled by 

a unique Artificial Neural Network. 31 different performance parameters were predicted 

by using 8 inputs employing real engine test data to train, validate and test the designed 

model. Among the results, the identification of a damaged sensor was carried out by 

analysing the training error of the model, discarding one parameter due to erroneous 

sensor lectures. The rest of the parameters were predicted with high accuracy levels, 

which led to relatively low Mean Absolute Percentage Errors when conducting the error 

analysis. Those parameters which presented highest error values were presented in 

discussion section, proposing different procedures when applying them to a diagnosis or 

fault detection system in diesel engines. From the present case of study, the following 

conclusions can be drawn: 

- A faulty sensor was identified during the training phase of the ANN.  

 

- 31 outputs were predicted for variable engine conditions by introducing 8 

input parameters, reaching overall MAPE values under 7.5% for any predicted 

output parameter.  

 

- Engine torque, exhaust gas temperatures and cooling water system 

temperatures proved to have strong correlation with engine performance, 

showing low MAPE values for testing data.  

 

- Turbo-chargers outlet and engine inlet air pressure parameters gave the highest 

MAPE values, while it may be caused by their low range of variation. These 

parameters were proposed to be discarded or treated with higher threshold 

values for specific faults when applying diagnosis methodologies. 
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Future works may implement this kind of models to a fault detection system. Firstly, the 

accuracy level for different parameters should be studied, considering the results obtained 

in this study. After a proper model adjustment, different threshold values may be 

implemented for each fault type, considering measurement and model errors to avoid 

misclassifications. Afterwards, faults could be studied to see whether deviations between 

modelled and real values could properly represent incipient faults. Furthermore, once an 

effective fault detection system was developed, on-board implementations would be the 

last step, analysing whether these data-driven methods are effective in real vessel 

propulsion fault detection applications.  
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Abstract 

In refrigeration systems, a set of devices is applied for the provision of cooling, for the transfer 

of reject heat to ambient and for circulation of the respective heat carrier fluids. Aiming at 

energy-efficient operation of the entire system, a complex optimization exercise is given, 

characterized by the number of degrees of freedom and the interdependence of the different 

components. In order to form a realistic model of the system, the operating characteristics of 

all system components must be modelled in sufficient quality. In order to achieve sufficiently 

exact representation of the real system, e.g. for part load operation, a nonlinear optimization 

including higher-order component models has to be applied. Overall, a considerable effort for 

the development and application of a mathematical optimization is required in order to cope 

with the complexity of typical refrigeration systems. Within the framework of this study, a 

method is shown to set up a pre-configured algorithm-based optimization tool which can be 

applied for smaller refrigeration systems. 

Keywords: Refrigeration Systems, Energy Efficiency, Performance, Modelling, Optimization 

 

 

Introduction 

Several interdependencies occur when chillers are operated in conjunction with their 

peripherals like heat rejection units, pumps and other refrigeration units. An example is shown 

in Fig. 1. An optimal set of operating parameters is essential for finding the most efficient point 

of operation, providing a reduction of the power consumption. A mathematical optimization 

procedure (Fig. 2) is needed to find the best constellation of the parameter values [1]. For this 

purpose, the operating characteristics of all system components must be modeled in sufficient 

quality. During the last decade powerful optimization tool, based on non-linear correlations 

have become available, allowing for appropriate description of the components [7]. Overall, a 

considerable effort has to be undertaken for the configuration and application of a mathematical 

optimization for complex refrigeration systems. Examples have been given by [5] and [9]. 
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Figure 1: Schematic of sample refrigeration plant 

 

Methodology: Optimization Procedure 

Modeling and Simulation 

As basis for the algorithm-based optimization of the refrigeration supply system, the individual 

components (see Fig. 1) were mapped using rigorously simplified physical models [2]. These 

simplified component models have been validated with reference to both exact physical models 

and real operating data. With the help of the validated models, the individual components have 

been simulated across their entire operating envelope, forming an artificial performance map. 

With the help of this simulation database, it was possible to create polynomials by linear 

regression, which depict the operating characteristics of all components. Due to their simple 

mathematical structure, these polynomials are well suited for implementation within an equation-

based optimization algorithm. The polynomial representation offers two significant advantages. 

On one hand, enormous computational effort can be saved and on the other hand, the coefficients 

of the polynomials can easily be adapted by comparison to real operating data. 

 

 

Figure 2: Data flow of the optimization procedure 
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System Design for Optimization 

Mixed integer non-linear programming (MINLP) with the general form (1) was selected to include 

the switch-on and switch-off states and the non-linear behavior of the system components. 

𝑚𝑖𝑛   𝑓(𝑥, 𝑦) 
𝑠. 𝑡.    𝑔(𝑥, 𝑦) ≤ 0 
          𝑥 ∈ 𝑋 
          𝑦 ∈ 𝑌 𝑖𝑛𝑡𝑒𝑔𝑒𝑟 

(1) 

Where the function 𝑓 ∈ ℝ is a nonlinear objective function and 𝑔 ∈ ℝ are possibly nonlinear 

constraint functions. Most algorithms require the functions f and g to be continuous and 

differentiable, but some may even allow for singular discontinuities. The variables x and y are the 

decision variables, where y is required to be integer valued. The sets 𝑋 ∈ ℝ and 𝑌 ∈ ℝ are 

bounding restrictions on the variables. In addition to the integer requirements on variables, other 

kinds of discrete constraints are commonly used. Computational tractability significantly depends 

on whether the functions f(x, y) and g(x, y) are convex or not [3]. 

Objective function 

The objective of the optimization is the minimization of the total electrical consumption of the 

reference system (Fig. 1) over all designated time steps (2). 

min  𝑊𝑒𝑙,𝑡𝑜𝑡𝑎𝑙 = ∑ 𝑃𝑒𝑙,𝑡 ∗  ∆𝑇

𝑇

𝑡=0

 (2) 

The current total power demand𝑃𝑒𝑙,𝑡 originates from 3 different groups of consumers (3), 

𝑃𝑒𝑙 = ∑ 𝑃𝑒𝑙_𝑐ℎ,𝑖 + ∑ 𝑃𝑒𝑙_𝑐𝑡,𝑗

𝐽

𝑗=1

+ ∑ 𝑃𝑒𝑙_𝑝𝑢,𝑘

𝐾

𝑘=1

𝐼

𝑖=1

 (3) 

where ∑ 𝑃𝑒𝑙_𝑐ℎ,𝑖
𝐼
𝑖=1  is the sum of the electric power of all chillers in the system, ∑ 𝑃𝑒𝑙_𝑐𝑡,𝑗

𝐽
𝑗=1  

represents all active heat rejection components and ∑ 𝑃𝑒𝑙_𝑝𝑢,𝑘
𝐾
𝑘=1  the total electric power 

consumption of all pumps. 

To optimize the discrete switching of the components or the change of operation modes, a set of 

decision variables x is introduced. See Table 1. In the following section, the discrete variables and 

continuous polynomials of Table 2 will be combined, creating the complete set of equations for 

the objective function. The involved parameters and variables for the polynomials can be found 

in Table 3. 

In typical refrigeration supply system, the energy demand is dominated by the electric power ofthe 

chillers 𝑃𝑒𝑙_𝑐ℎ (4), which is the sum of both chillers 𝑃𝑒𝑙_𝑐ℎ1
 and 𝑃𝑒𝑙_𝑐ℎ2

. The power supply to the 

chillers is only switched on during active cooling mode (𝑥𝑖  = 1). In the free cooling mode, the 

power consumption is eliminated by the decision variable (𝑥𝑖 = 0). Furthermore it is necessary to 

decide if only one chiller shall be activated (𝑥𝑗 = 0 or if both chillers operate at the same time 

(𝑥𝑗 = 1). If only one chiller is active, the decision variable 𝑥𝑘 serves for selection of chiller 1 or 

2 respectively, having in mind that both chillers may have different operating characteristics. 

𝑃𝑒𝑙_𝑐ℎ = 𝑥𝑖 ∙ (𝑥𝑗 ∙ (𝑥𝑘 ∙ 𝑃𝑒𝑙_𝑐ℎ1
+ (1 − 𝑥𝑘) ∙ 𝑃𝑒𝑙_𝑐ℎ2

) + (1 − 𝑥𝑗) ∙ (𝑃𝑒𝑙_𝑐ℎ1
+ 𝑃𝑒𝑙_𝑐ℎ2

)) (4) 

Following the selction of the chillers, for the case of two-stage units the decision process continues 

with the choice of the compressors inside the chillers (5-6). This is necessary, since the 

compressors themselves can also have different operating characteristics. Again, the system states 
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comprise the operation of one (𝑥𝑙/𝑥𝑛= 1) or two (𝑥𝑙/𝑥𝑛= 0) compressors. As stated earlier, the 

performance of all components, i.e. in this case the electric demand of the chillers (𝑃𝑒𝑙_𝑐ℎ𝑥,𝑥
), is 

represented by polynomials. A complete list of all polynomials can be found in Table 2. The 

involved variables and parameters are given in Table 3. 

𝑃𝑒𝑙_𝑐ℎ1
= 𝑥𝑙 ∙ (𝑥𝑚 ∙ 𝑃𝑒𝑙_𝑐ℎ1,1

+ (1 − 𝑥𝑚) ∙ 𝑃𝑒𝑙_𝑐ℎ1,2
) + (1 − 𝑥𝑙) ∙ (𝑃𝑒𝑙_𝑐ℎ1,1/1,2

) (5) 

𝑃𝑒𝑙_𝑐ℎ2
= 𝑥𝑛 ∙ (𝑥𝑜 ∙ 𝑃𝑒𝑙_𝑐ℎ1,1

+ (1 − 𝑥𝑜) ∙ 𝑃𝑒𝑙_𝑐ℎ1,2
) + (1 − 𝑥𝑛) ∙ (𝑃𝑒𝑙_𝑐ℎ1,1/1,2

) (6) 

The procedure continues with the heat rejection plant (𝑃𝑒𝑙_𝑐𝑡) (7). Here the fans for activation of 

the air flow are the second important power consumers in the system. Also for the heat rejection 

plant a decision tree is implemented. With the help of the decision variable (𝑥𝑝) it is chosen if the 

plant is operated dry (𝑥𝑝= 1) or wet (𝑥𝑝 = 0). 

𝑃𝑒𝑙_𝑐𝑡 = 𝑥𝑝 ∙ 𝑃𝑒𝑙_𝑐𝑡𝑑𝑟𝑦
+ (1 − 𝑥𝑝) ∙ 𝑃𝑒𝑙_𝑐𝑡𝑤𝑒𝑡

 (7) 

The dry (𝑃𝑒𝑙_𝑐𝑡𝑑𝑟𝑦
) and wet (𝑃𝑒𝑙_𝑐𝑡𝑤𝑒𝑡

) operation modes also have significantly different 

characteristics and are therefore modeled by individual expressions (8-9). With permutations of 

the decision variables 𝑥𝑞  and 𝑥𝑟  for the dry operation and 𝑥𝑠 and 𝑥𝑡 for the wet operation it is 

possible to whether one, two or three fans are active. 

𝑃𝑒𝑙_𝑐𝑡𝑑𝑟𝑦
= 𝑥𝑞 ∙ 𝑥𝑟 ∙ 𝑃𝑐𝑡𝑑𝑟𝑦,1

+ (1 − 𝑥𝑞) ∙ 𝑥𝑟 ∙ 𝑃𝑐𝑡𝑑𝑟𝑦,2
+ (𝑥𝑞 ∙ (1 − 𝑥𝑟) ∙ 𝑃𝑐𝑡𝑑𝑟𝑦,3

 (8) 

𝑃𝑒𝑙_𝑐𝑡𝑤𝑒𝑡
= 𝑥𝑠 ∙ 𝑥𝑡 ∙ 𝑃𝑐𝑡𝑤𝑒𝑡,1

+ (1 − 𝑥𝑠) ∙ 𝑥𝑡 ∙ 𝑃𝑐𝑡𝑤𝑒𝑡,2
+ (𝑥𝑠 ∙ (1 − 𝑥𝑡) ∙ 𝑃𝑐𝑡𝑤𝑒𝑡,3

 (9) 

The pumps of the system (𝑃𝑒𝑙_𝑝𝑢) are clustered into three groups (10). The pumps for the chillers 

(𝑃𝑒𝑙_𝑝𝑢𝑐ℎ
), the pumps for the free cooling mode (𝑃𝑒𝑙_𝑝𝑢𝑓𝑐

) and the pumps for the supply of the 

consumer (𝑃𝑒𝑙_𝑝𝑢𝑠𝑢𝑝𝑝𝑙𝑦
). The pumps for the chillers and the free cooling alternate with the decision 

variable (𝑥𝑖). The supply pumps are always active. 

𝑃𝑒𝑙_𝑝𝑢 = 𝑥𝑖 ∙ 𝑃𝑒𝑙_𝑝𝑢𝑐ℎ
+ (1 − 𝑥𝑖) ∙ 𝑃𝑒𝑙_𝑝𝑢𝑓𝑐

+ 𝑃𝑒𝑙_𝑝𝑢𝑠𝑢𝑝𝑝𝑙𝑦
 (10) 

The pumps for the chillers (𝑃𝑒𝑙_𝑝𝑢𝑐ℎ
) are switched simultaneously with the respective chillers, 

expressed by their decision variables (𝑥𝑗 , 𝑥𝑘) (11). In addition, the electric demand of the pumps 

for each chiller (𝑃𝑒𝑙_𝑝𝑢𝑐ℎ1
) (12) and ( 𝑃𝑒𝑙_𝑝𝑢𝑐ℎ1

) (13) is represented by polynomials for the chilled 

water pumps (𝑃𝑒𝑙_𝑝𝑢𝑐ℎ𝑤,𝑥
) and the cooling water pumps (𝑃𝑒𝑙_𝑝𝑢𝑐𝑤,𝑥

). 

𝑃𝑒𝑙_𝑝𝑢𝑐ℎ
= 𝑥𝑗 ∙ (𝑥𝑘 ∙ 𝑃𝑒𝑙_𝑝𝑢𝑐ℎ1

+ (1 − 𝑥𝑘) ∙ 𝑃𝑒𝑙_𝑝𝑢𝑐ℎ2
) + (1 − 𝑥𝑗) ∙ (𝑃𝑒𝑙_𝑝𝑢𝑐ℎ1

+ 𝑃𝑒𝑙_𝑝𝑢𝑐ℎ2
) (11) 

𝑃𝑒𝑙_𝑝𝑢𝑐ℎ1
= 𝑃𝑒𝑙_𝑝𝑢𝑐ℎ𝑤,1

+ 𝑃𝑒𝑙_𝑝𝑢𝑐𝑤1
 (12) 

𝑃𝑒𝑙_𝑝𝑢𝑐ℎ2
= 𝑃𝑒𝑙_𝑝𝑢𝑐ℎ𝑤,2

+ 𝑃𝑒𝑙_𝑝𝑢𝑐𝑤,2
 (13) 
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The pumps (𝑃𝑒𝑙_𝑝𝑢𝑓𝑐
) (14) for the free cooling mode are only active when free cooling is applied. 

Then the polynomials (𝑃𝑒𝑙_𝑝𝑢𝑐ℎ𝑤,𝑓𝑐
) and (𝑃𝑒𝑙_𝑝𝑢𝑐𝑤,𝑓𝑐

) are considered for the chilled water pump and 

the cooling water pump respectively. 

𝑃𝑒𝑙_𝑝𝑢𝑓𝑐
= 𝑃𝑒𝑙_𝑝𝑢𝑐ℎ𝑤,𝑓𝑐

+ 𝑃𝑒𝑙_𝑝𝑢𝑐𝑤,𝑓𝑐
 (14) 

For the chilled water supply to the consumer a pair of redundant pumps is applied with electric 

demand (𝑃𝑒𝑙_𝑝𝑢𝑠𝑢𝑝𝑝𝑙𝑦
), as described in (15). The polynomials (𝑃𝑒𝑙_𝑝𝑢𝑠𝑢𝑝𝑝𝑙𝑦,1

) and (𝑃𝑒𝑙_𝑝𝑢𝑠𝑢𝑝𝑝𝑙𝑦,2
) are 

selected with the decision variable (𝑥𝑢). The switching of these pumps is not a matter of efficiency, 

but operational hours or availability of the components can be taken into account. 

𝑃𝑒𝑙_𝑝𝑢𝑠𝑢𝑝𝑝𝑙𝑦
= 𝑥𝑢 ∙ 𝑃𝑒𝑙_𝑝𝑢𝑠𝑢𝑝𝑝𝑙𝑦,1

+ (1 − 𝑥𝑢) ∙ 𝑃𝑒𝑙_𝑝𝑢𝑠𝑢𝑝𝑝𝑙𝑦,2
 (15) 

Additional expressions 

To support all polynomials (Table 2) with all involved variables and parameters (Table 3), in 

some cases it is necessary to use additional expressions (16-19). These equations are essential 

for the description of the cold water storage tank. At first the chilled water flow (�̇�𝑠𝑡𝑜𝑟) to through 

the storage needs to be calculated. This is done by calculating the difference between the chilled 

water flow provided by the chillers (�̇�𝑐ℎ𝑤) and the chilled water flow to the customer (�̇�𝑠𝑢𝑝𝑝𝑙𝑦) (16). 

Where �̇�𝑐ℎ𝑤 is constant and �̇�𝑠𝑢𝑝𝑝𝑙𝑦 varies according to the load. With this information it is possible 

to determine the cooling load (�̇�0,𝑠𝑡𝑜𝑟) which is transferred to the storage (17). Where 𝐶𝑃𝑐ℎ𝑤 and 

𝑅𝐻𝑂𝑐ℎ𝑤 are constants, 𝑇𝑐ℎ𝑤𝑠 is a parameter and 𝑇𝑐ℎ𝑤𝑟 a variable to satisfy the energy balance, as 

stated in (21). Finally, the total cooling energy to be produced by the chillers is determined (18). 

(�̇�0,𝑝𝑟𝑜𝑑𝑢𝑐𝑒) is obtained by the sum of cooling energy supplied to the customer (�̇�0,𝑠𝑢𝑝𝑝𝑙𝑦) and the 

cooling energy loaded or unloaded to or from the storage (�̇�0,𝑠𝑡𝑜𝑟). With this result, the rejected 

heat (�̇�1) of the system is expressed by the sum of the produced cooling load (�̇�0,𝑝𝑟𝑜𝑑𝑢𝑐𝑒) and the 

electrical power consumption of the chillers (𝑃𝑒𝑙_𝑐ℎ) (19). 

�̇�𝑠𝑡𝑜𝑟 = �̇�𝑐ℎ𝑤 − �̇�𝑠𝑢𝑝𝑝𝑙𝑦 (16) 

�̇�0,𝑠𝑡𝑜𝑟 = �̇�𝑠𝑡𝑜𝑟 ∙ 𝐶𝑃𝑐ℎ𝑤 ∙ 𝑅𝐻𝑂𝑐ℎ𝑤 ∙ (𝑇𝑐ℎ𝑤𝑟 − 𝑇𝑐ℎ𝑤𝑠) (17) 

�̇�0,𝑝𝑟𝑜𝑑𝑢𝑐𝑒 = �̇�0,𝑠𝑢𝑝𝑝𝑙𝑦 + �̇�0,𝑠𝑡𝑜𝑟 (18) 

�̇�1 = �̇�0,𝑝𝑟𝑜𝑑𝑢𝑐𝑒 + 𝑃𝑒𝑙_𝑐ℎ (19) 

Constraints 

In order to satisfy underlying physical principles and operational requirements, e.g. restrictions 

and limits given by the system and the used equipment, it is necessary to apply constraints for the 

optimization of the operating variables of the system. In case of the given example of a modular 

cooling system, constraints can be divided into two groups. The general constraints contain the 
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restrictions which are always active. And so-called disjunctions are used to specify the constraints 

which are only valid under certain circumstances. 

General constraints 

One prominent constraint is the restriction of the cooling water return temperature (𝑇𝑐𝑤𝑟)(20)which 

is directly bound to the ambient air temperature (𝑇𝑎𝑚𝑏). Its optimization strongly affects the 

efficiency of the whole system. In order to obtain the lower limit of (𝑇𝑐𝑤𝑟) the minimal closest 

approach temperature (∆𝑇𝑐𝑡) of the heat rejection unit has to be taken into account. 

𝑇𝑐𝑤𝑟 ≥ 𝑇𝑎𝑚𝑏 + ∆𝑇𝑐𝑡  (20) 

The constraints shown in (21-22) ensure the energy balance of the chilled water and cooling water 

cycles. Where (𝑇𝑐ℎ𝑤𝑠) is the given set point parameter for the chilled water supply temperature and 

(𝑇𝑐ℎ𝑤𝑟) the optimized chilled water return temperature. For each time step, optimization yields a 

consistent result for (𝑇𝑐ℎ𝑤𝑟) and ( �̇�𝑐ℎ𝑤), based on current values of the parameter (�̇�0,𝑠𝑢𝑝𝑝𝑙𝑦) and 

fluid properties ( 𝑐𝑝𝑐ℎ𝑤) and (𝑟ℎ𝑜𝑐ℎ𝑤). The same procedure is applied for the cooling water return 

temperature (𝑇𝑐𝑤𝑟). 

𝑇𝑐ℎ𝑤𝑟 =
�̇�0,𝑠𝑢𝑝𝑝𝑙𝑦 ∙ 3600

�̇�𝑐ℎ𝑤 ∙ 𝑐𝑝𝑐ℎ𝑤 ∙ 𝑟ℎ𝑜𝑐ℎ𝑤

+ 𝑇𝑐ℎ𝑤𝑠  (21) 

𝑇𝑐𝑤𝑟 = 𝑇𝑐𝑤𝑠 −
�̇�1 ∙ 3600

�̇�𝑐𝑤 ∙ 𝑐𝑝𝑐𝑤 ∙ 𝑟ℎ𝑜𝑐𝑤

 (22) 

Disjunctions 

As already mentioned above, the disjunctions contain the constraints only active on certain 

circumstances. They are organized by defining numbered disjunctions which contain the different 

disjuncts. 

Disjunction 1 is containing the different constraints for active cooling (disjunct 1) (23-24) and free 

cooling (disjunct 2) (25-26). In (23) the decision variable (𝑥𝑖) is forced to be “true” while in (24) 

a lower limit for (𝑇𝑐𝑤𝑠) is is given, taking into account the minimal temperature lift of the chiller 

dTLift, governed by the pressure ration of the chiller (∆𝑝𝑐ℎ). In (25) the decision variable 𝑥𝑖 is 

forced to be “false”, which allows the chilled water supply temperature (𝑇𝑐ℎ𝑤𝑠) to be equal to the 

cooling water return temperature (𝑇𝑐𝑤𝑟) in (26) plus a temperature difference of ∆𝑇𝑓𝑐. In this free 

cooling mode, the heat rejection plant covers the cooling load of the customer without contribution 

of active cooling. dTfc represents the driving temperature difference for the heat transfer between 

cooling water and chilled water in the separating heat exchanger. 

Disjunction 1: disjunct 1 

𝑥𝑖 = 𝑡𝑟𝑢𝑒 (active cooling) (23) 

𝑇𝑐𝑤𝑠 ≥ 𝑇𝑐ℎ𝑤𝑠 + ∆𝑇𝐿𝑖𝑓𝑡(∆𝑝𝑐ℎ) (24) 

Disjunction 1: disjunct 2 

𝑥𝑖 = 𝑓𝑎𝑙𝑠𝑒 (free-cooling) (25) 
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𝑇𝑐𝑤𝑟 = 𝑇𝑐ℎ𝑤𝑠 − ∆𝑇𝑓𝑐     

𝑇𝑐ℎ𝑤𝑠 = 𝑇𝑐𝑤𝑟 + ∆𝑇𝑓𝑐  
(26) 

The disjunction 2 is handling the switching between the dry operation (𝑥𝑖 = 𝑡𝑟𝑢𝑒) (27) and the wet 

operation (𝑥𝑖 = 𝑓𝑎𝑙𝑠𝑒) (28) of the heat rejection plant. This disjunction is necessary, because it is 

essential to ensure a freeze protection at ambient temperatures (𝑇𝑎𝑚𝑏) lower than 5°C. This is done 

by a forced deactivation by the disjunct 2 in (29). 

Disjunction 2: disjunct 1 

𝑥𝑖 = 𝑡𝑟𝑢𝑒 (dry operation) (27) 

Disjunction 2: disjunct 2 

𝑥𝑖 = 𝑓𝑎𝑙𝑠𝑒 (wet operation) (28) 

𝐼𝑓 𝑇𝑎𝑚𝑏 < 5 𝑇ℎ𝑒𝑛 𝑑𝑖𝑠𝑗𝑢𝑛𝑐𝑡 2 =  𝑑𝑒𝑎𝑐𝑡𝑖𝑣𝑎𝑡𝑒𝑑 (29) 

 

Variables and Polynomials 

The polynomials p of d variables x and degree n = (n1,∙∙∙, nd) are linear combinations of 

monomials (30), 

𝑝(𝑥) = ∑ 𝑐𝑘𝑥𝑘   𝑤𝑖𝑡ℎ 𝑥𝑘 =  𝑥1
𝑘1 ∙∙∙ 𝑥𝑑

𝑘𝑑

𝑘≤𝑛

 (30) 

with coefficients ck ∈ ℝ and cn ≠ 0. The polynomial represents a sum over the multi-indices k (non-

negative integer vectors). 

Table 1: discrete variables and parameters 

Name Designation Type 

𝑥𝑖 switching between free-cooling and active cooling var 

𝑥𝑗 switching between 1 or 2 chiller operation mode param 

𝑥𝑘 switching between chiller 1 and chiller 2 param 

𝑥𝑙 switching between 1 or 2 compressor operation mode of chiller 1 param 

𝑥𝑚 switching between compressor 1 and compressor 2 of chiller 1 param 

𝑥𝑛 switching between 1 or 2 compressor operation mode of chiller 2 param 

𝑥𝑜 switching between compressor 1 and compressor 2 of chiller 2 param 

𝑥𝑝 switching between dry and wet operation of cooling tower var 

𝑥𝑞 , 𝑥𝑟 switching between 1, 2 or 3 ventilators in dry operation param 

𝑥𝑠 , 𝑥𝑡 switching between 1, 2 or 3 ventilators in wet operation param 

𝑥𝑢 switching between both consumer supply pumps param 

 

 Table 2: list of polynomials with involved parameters and variables 

dependent 

variables 
independent variables Order 

𝑃𝑒𝑙_𝑐ℎ𝑖
 𝑇𝑐ℎ𝑤𝑠, 𝑇𝑐𝑤𝑠, �̇�𝑐ℎ𝑤, �̇�𝑐𝑤, �̇�0  2nd 
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𝑃𝑒𝑙_𝑐𝑡𝑖
 𝑇𝑐𝑤𝑠, 𝑇𝑎𝑚𝑏 , 𝑅𝐻𝑎𝑚𝑏 , �̇�𝑐𝑤, �̇�1  3rd 

𝑃𝑒𝑙_𝑝𝑢𝑐ℎ𝑤,𝑖
 �̇�𝑐ℎ𝑤  3rd 

𝑃𝑒𝑙_𝑝𝑢𝑐𝑤,𝑖
 �̇�𝑐𝑤  3rd 

𝑃𝑒𝑙_𝑝𝑢𝑠𝑢𝑝𝑝𝑙𝑦,𝑖
 �̇�𝑠𝑢𝑝𝑝𝑙𝑦  3rd 

 

 Table 3: continuous variables, parameters and expressions 

Name Designation Unit Type 

optimized variables 

𝑇𝑐ℎ𝑤𝑟 temperature chilled water return °C var 

𝑇𝑐𝑤𝑠 temperature cooling water supply °C var 

𝑇𝑐𝑤𝑟 temperature cooling water return °C var 

�̇�𝑐𝑤 volume flow cooling water m³/h var 

�̇�𝑠𝑢𝑝𝑝𝑦 volume flow consumer supply water m³/h var 

Parameters for Optimization: Input parameters, defining the demand and the given situation of 

operation 

�̇�0,𝑠𝑢𝑝𝑝𝑙𝑦 actual refrigeration supply energy to consumer kW param 

𝑇𝑐ℎ𝑤𝑠 temperature chilled water supply °C param 

�̇�𝑐ℎ𝑤 volume flow chilled water m³/h param 

𝑇𝑎𝑚𝑏 temperature ambient air °C param 

𝑅𝐻𝑎𝑚𝑏 relative humidity ambient air - param 

Constraints (Limits for variation of optimized variables) 

∆𝑝𝑐ℎ minimal pressure difference for the chillers - param 

∆𝑇𝑐𝑡 heat rejection, closest approach temperature:  

minimal temperature difference between Tcwr and Tamb 

K param 

∆𝑇𝑓𝑐 temperature difference between Tchws and Tcwr K param 

expressions depending on variables 

�̇�𝑠𝑡𝑜𝑟 volume flow through storage m³/h expr 

�̇�0,𝑝𝑟𝑜𝑑𝑢𝑐𝑒 actual refrigeration supply produced kW expr 

�̇�0,𝑠𝑡𝑜𝑟 actual refrigeration supply stored kW expr 

�̇�1 actual heat rejection energy kW expr 

𝑃𝑒𝑙_𝑐ℎ1
 electrical power consumption of chiller 1 kW expr 

𝑃𝑒𝑙_𝑐ℎ2
 electrical power consumption of chiller 2 kW expr 

𝑃𝑒𝑙_𝑐𝑡 electrical power consumption of cooling tower kW expr 

𝑃𝑝𝑢_𝑐ℎ1 electrical power consumption of pumps for chiller 1 kW expr 

𝑃𝑝𝑢_𝑐ℎ2 electrical power consumption of pumps for chiller 2 kW expr 

𝑃𝑝𝑢_𝑓𝑐 electrical power consumption of pumps for free cooling kW expr 

𝑃𝑝𝑢_𝑠𝑢𝑝𝑝𝑙𝑦 electrical power consumption of consumer pumps kW expr 

 

Pre-Solving and Solving 

The optimization procedure is implemented with the help of the mathematical tool box Pyomo 

[6]. The optimization model is solved by the Baron Solver [8]. Pyomo supports the formulation 

and analysis of mathematical models for complex optimization applications. This capability is 

commonly associated with commercial algebraic modeling languages (AMLs) such as AIMMS, 

AMPL and GAMS. Pyomo offers a rich set of modeling and analysis capabilities and it provides 
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access to these capabilities within Python, a high-level programming language with a large set of 

supporting libraries. 

Prior to the final solving by the baron solver, a so called pre-solve process is performed. For the 

given specific example, the general disjunctive programming (GDP) module is used. Here the 

disjunctions in the model are transformed into continuous mathematical formulations. This is done 

by Pyomo, using a BigM-Method [4]. The Big-M method tackles the problem by transforming 

the original problem with adding some auxiliary variables, to guarantee the existence of an initial 

feasible solution. However, not being part of the original problem, finally all auxiliary variables 

must be equal to zero in the optimal solution of the modified problem. In order to guide the 

optimizer towards this annihilation, the Big-M method adds the auxiliary variables to the objective 

function and weights them with a high value of the penalty factor M (“big-M”). 

The pre-solved model is then transferred into the AML, which can be processed by the Baron 

solver. So the model is sent to Baron and then returned back to Pyomo after a solution is found. 

The solution can then be further examined. See Chapter Discussion and Results. 

 

Discussion and Results 

Although the optimization system ENOS offers the opportunity to optimize all previously 

mentioned variables, the real system under consideration is in some cases limited in its 

operational freedom. In contrast to the flexible activation of the pair of two-stage chiller units, 

characterized by the discrete variables xj to xo , the initiation of the two compressors inside 

each chiller is governed by a rule-based control algorithm. Therefore, the binary switching 

variables were transformed into parameters, reducing the degrees of freedom for the 

optimization. 

The optimization was then carried out over a series of 120 time steps (5 days in 1 hour steps) 

in the month June, which is an appropriate time horizon for taking into account the storage 

capabilities of the system. For each time step the external operating conditions are 

characterized by the parameters (TAmb, RHAmb and PAmb). The target cooling capacity is given 

by (Qo). The ambient air parameters were taken from test reference year (TRY) data for the 

location Munich for the 1st-5th of June. For the purpose of clarity, a period with high variation 

of the ambient weather conditions has been chosen. The temporal profile of the cooling 

capacity has been generated by observing historic load data of the reference system. 

In order to assess the the potential for energy saving by different measures, the ENOS 

optimization procedure has been applied in different settings. Apart from a global, i.e. 

simultaneous, optimization of all variables, the impact of variation of single variables has been 

investigated. The results are shown in Table 4 and Figure 3.  

 Table 4: observed optimization cases 

optimized 

variables 
description 

electrical energy 

consumption [kWh] 

/ savings 

none Reference operation of the system 25.952 / 0% 

𝑇𝐶𝑊𝑅 Optimization of the cooling water return temperature 20.154 / 22% 

�̇�𝐶𝑊 Optimization of the cooling water flow 25.556 / 1,5% 

Storage Optimization with the use of the storage 25.411 / 2% 

dry/wet Optimized dry or wet operation of cooling tower 25.644 / 1,2% 

combined Optimization of all cases in parallel 18.172 / 29,9% 
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Figure 3: Optimization results of 120 optimized time steps 

For the reference operation of the system, the optimized variables have been set to the standard 

values which are defined and controlled by the building control system. So the cooling water 

return temperature 𝑇𝐶𝑊𝑅 was set to 45°C, which is the design point for the cooling tower. The 

volume flow of the cooling water �̇�𝐶𝑊 was chosen to be 100 m³/h, corresponding to the design 

point of the cooling water pumps. The storage was not taken into account, since in reference 

operation the storage is only used as hydraulic switch. The switching of dry and wet operation 

mode of the heat rejection plant has been disabled. Only wet operation has been allowed, since 

the control system of the reference systems strictly activates the wet operation mode when the 

ambient temperature TAmb is greater than 5°C. 

Comparing the reference operation with the optimized operation using all degrees of freedom 

simultaneously, a massive saving of electric consumption by 29,9% could be achieved. As can 

be read from the results for the optimization cases with only one free variable, the largest 

impact results from the optimization of the cooling water return temperature TCWR (Figure 3, 

bottom section). By optimum setting of the cooling water temperature for each individual time 

step according to the currently given ambient conditions, an energy saving of 22% is reached. 

The reason for this massive reduction of electrical power consumption is found in a substantial 

improvement of the energetic efficiency of the chiller, expressed by the energy efficiency ratio 

(EER=Q_0/P_el,ch), resulting from the lowering of the cooling water return temperature. 

During active cooling the EER varies between about 3 and 6, showing an increasing trend when 

the cooling water temperature drops. In return for the gain in EER, the specific fan power for 
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ventilation of the heat rejection unit increases strongly. Yet, even when the fan power is 

doubled, a reduction of the total power demand of chiller and heat rejection unit can be reached, 

because the connected ratings of the chiller and the heat rejection unit differ by a factor of 

roughly 10. In free cooling mode with deactivated chillers, the EER reaches values above 10, 

as a result of the parasitic power demand of circulating pumps and heat rejection unit.  

Optimization of all other variables yields substantially lower savings. The best effect may be 

expected from the use of a cold storage. Using stored cooling energy during high ambient air 

temperature is an effective operation strategy, allowing for reduced operation of the chiller 

under unfavourable operating conditions. For the given system configuration, a reduction of 

only 2% of the energy input is achieved by the utilization of the storage, limited by the small 

storage volume. With increasing the size, higher energysavings are possible. The optimization 

of the cooling water flow rate (1,5% savings) and the selection of the dry and wet operation of 

the heat rejection unit (1,2% savings) had a comparatively minor impact on the energy demand 

of the system. Interestingly, when optimizing each variable individually, the sum of all savings 

is lower than when a global optimization of all variables is performed in parallel. This gives an 

indication, that when maximum freedom for the optimization of the operation of the system is 

provided, the beneficial interaction of all variables allows for maximum reduction of the energy 

consumption. 

Summary/Conclusion  

A method has been presented how refrigeration supply systems can be modeled and optimized 

with limited mathematical effort. The system configuration and the function of the individual 

components, such as refrigeration systems and cooling towers are described using higher-order 

mathematical models. The search for the optimum set of operating parameters is then carried 

out by means of software applications, so-called solvers.During optimization all secondary 

conditions are taken into account. Discontinuities, resulting from the modularity of the system 

with on/off-switching of components and selection of distinct operating modes, is handled by 

the use of integer-type decision variables. 

For a typical operating period of a cooling system of a hospital building with a cooling capacity 

of 3,2 MW, a simultaneous optimization of all free variables has been performed. Compared 

to operation with fixed values of the operating parameters, about 30 % of the power 

consumption can be saved. Largest impact is found for the optimum setting of the cooling water 

temperature, followed by the utilization of a cold storage. 

This approach is easily adaptable to other cooling supply systems, which makes it a perfect 

basis for further application in the field. 
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Abstract 

The dehydration of calcium hydroxide (Ca(OH)2) and hydration of calcium oxide (CaO) can 

potentially be utilized for high-temperature thermal energy storage because of its 

reversibility, high energy density, and inexpensive storage materials. However, for low 

thermal conductivities of pure Ca(OH)2/CaO, it is required to develop composite materials by 

employing a support material with a high thermal conductivity. In this study, we focused on 

the volume fraction of the support material, and investigated the optimal fraction that 

maximizes the heat output rate of the composite by numerical analysis. The results showed 

that the optimal volume fraction of the support material decreases with increasing thermal 

conductivity of the support. This study also showed that the optimal fraction could be 

approximately within 10 vol% for the support material with a thermal conductivity of 100 W 

m
−1

 K
−1

. The results of this study will be applied to future development of heat transfer-

enhanced composites for thermochemical energy storage. 

 

Keywords: Thermochemical energy storage, Calcium hydroxide, Heat transfer enhancement, 

Numerical analysis. 

 

 

Introduction 

Thermochemical energy storage (TCES) using calcium hydroxide (Ca(OH)2) and calcium 

oxide (CaO) has recently received attention as a suitable technology for high-temperature 

(400–600°C) thermal energy storage. The reversible gas-solid reaction that the TCES uses is 

described in Equation 1: 

 

Ca(OH)2(s) ⇌ CaO(s) + H2O(g);                Hr = 104 kJ mol
−1

    (1) 

 

The forward reaction is an endothermic reaction called the dehydration of Ca(OH)2, and the 

reverse reaction is an exothermic reaction called the hydration of CaO. The dehydration and 

hydration are used for heat storage process and heat output process, respectively.  

 Pure Ca(OH)2/CaO materials have low thermal conductivities of approximately between 

0.1–0.4 W m
−1

 K
−1

 [1,2]. Thus, we need to develop composite materials using high thermal 
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conductivity support materials [3,4]. The mixing ratio of the support material is an important 

design variable of a composite [5]. This study aimed to investigate the optimal volume 

fraction of the support material that maximizes the heat output rate of the composite through 

a numerical analysis of CaO hydration in a packed bed reactor. 

 

 

Numerical analysis methods 

A two-dimensional numerical analysis was performed for the cylindrical packed bed reactor 

used in a previous study (Figure 1) [4]. The reaction bed has a diameter of 48 mm and a 

height of 50 mm. In this study, we used the assumptions that (1) the domain is continuum and 

homogeneous; (2) the volume of the material is constant; (3) effective thermal conductivity 

during a hydration is constant; (4) pressure drop is negligible; (5) density and specific heat of 

the bed is constant for the reaction bed. 

 

 

 
Figure 1 A two-dimensional model of the packed bed reactor. 

The computational domain () corresponds to the hatched area. 

 

 

The heat conduction equation and reaction rate equations were used as the governing 

equations: 

 

h,local2

eff ,p

xT
c T Q

t t
 


  

 
        (2) 

 

where  [kg m
−3

], cp [J K
−1

 kg
−1

], T [K], eff [W m
−1

 K
−1

], Q [J m
−3

], xh,local [-], t [s] denotes 

density, specific heat, absolute temperature, effective thermal conductivity, energy density of 

the bed, local conversion of the hydration of CaO, and hydration time, respectively. This 

study used the rate equations Schaube et al. derived [6]. The mass balance equation was 

ignored in this study to focus on the heat conduction in the reaction bed. 

   The effective thermal conductivity of a composite bed was asuumed to be described with a 

linear correlation using the weighted thermal conducitivities of a pure CaO bed (0.4 W m
−1

 

K
−1

) and support material (1–100 W m
−1

 K
−1

): 
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eff CaO bed support(1 ) ,                (3) 

 

where  [-] denotes the volume fraction of the support material. The energy density of the 

composite bed is described using the energy density of a pure CaO bed, QCaO bed [MJ L
−1

] 

(0.5–1.6 MJ L
−1

 [7,8]): 

 

CaO bed (1 ).Q Q             (4) 

 

The initial temperature of the reaction bed was set 350°C for the domain, and a 

temperature of 350°C was set on the boundaries of the top, side, and bottom of the bed. 

The governing equations subject to the initial and boundary conditions were implemented 

using OpenFOAM
®
 (-v1806). 

 

The global conversion of the reaction bed during a hydration is calculated using the local 

conversions: 

 

h,global h,local

bed

1
,x x dV

V 






         (5) 

 

where Vbed [m
3
] is the volume of the reaction bed. The heat output rate of the bed is defined 

with the following equation: 

 

h,global

h

x
w Q

t
  .          (6) 

 

The optimal volume fraction of support materials that maximizes the heat output rate at 5 min 

was investigated in this study. 

 

 

Results and Discussion 

   The validation of the numerical analysis model was conducted using an experimental data of a 

pure Ca(OH)2 pellet bed [9]. Figure 2 shows a numerical result using the measured bed thermal 

conductivity of 0.18 W m
−1

 K
−1

, and energy density of 1.0 MJ L
−1

. The computed temperature 

agrees well with the measured center temperature for 60 min, and the computed conversion also 

shows good agreement with the experimental data. 
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Figure 2 The center temperature and global conversion of the reaction bed. 

   The heat output rates at 5 min computed with different thermal conductivities between 1–100 

W m
−1

 K
−1

 are shown in Figure 3. When the thermal conductivity of the support is 100 W 

m
−1

 K
−1

, a composite with a 5–10 vol% support material could have a maximum heat output 

rate of 4.8 kW L-bed
−1

, which was approximately 2 times higher than the rate of the pure 

CaO bed. 

 

 

Figure 3 The heat output rate at 5 min with different thermal conductivities of the support. 

 

Figure 4 shows the heat output rates at 5 min computed with different energy densities of 

the CaO bed between 0.5–1.6 MJ L
−1

. The result shows that the optimal volume fraction 

increases as the energy density of the CaO bed increases. When the density is 1.6 MJ L
−1

, the 

optimal fraction could be at 20 vol%.  
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Figure 4 The heat output rate at 5 min with different energy densities of the CaO bed. 

We admit that the numerical model uses a simplified series of governing equations to focus 

on the heat conduction in the reaction bed. Future studies will address the mass transfer of water 

vapor, in particular for compressed CaO beds with high energy densities, and effects of the 

density and specific heat of the reaction bed to improve the prediction of the optimal volume 

fraction of the support material in a composite. 

 

Conclusions  

This study investigated the optimal volume fraction of high thermal conductivity supports in 

composite materials for thermochemical energy storage. It was shown that a composite that 

contains 5–10 vol%-support material with a thermal conductivity of 100 W m
−1

 K
−1

 has a 

heat output rate of 4.8 kW L-bed
−1

, which is approximately 2 times higher than the rate of a 

pure CaO bed. The numerical results will be applied to future development of heat transfer-

enhanced composites for thermochemical energy storage. 
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Abstract 
Compression of gases or vapors in reciprocating compressors involves multiple energy 
conversion steps. These steps include converting of energy of different fluids (steam, 
combustion products, water or wind) to shaft power, generation of electricity, feeding the 
electricity to an electric motor through electrical networks, transformers, frequency converters, 
and eventually driving the compressor kinematics. Direct compression of a gas or vapor by 
another fluid (referred to as vapor) is an attractive alternative to the current compression 
methods. Besides the elimination of the multiple energy conversion steps and associated 
equipment this old compression concept permits to use sustainable, abundantly available low 
grade heat sources instead of fossil fuels. Isobaric expansion heat engines offer an interesting 
opportunity for efficient vapor driven compression processes without the use of electricity. The 
purpose of this paper is to assess the feasibility of this method, in which compressor piston is 
directly actuated by a vapor of arbitrary parameters. Thermodynamic analysis performed shows 
that the efficiency of vapor use in the simplest compressor schemes applied in the past is 
inherently low. In order to eliminate this drawback different new vapor driven compressor 
configurations are proposed and evaluated using the same approach. These configurations 
include multistage vapor driven compression, reuse of the driving vapor and the use of force 
transmission between the compressor and driver pistons. It is shown that the proposed 
configurations can significantly improve the efficiency of vapor use and can be a valuable 
alternative to existing compression technologies. 
Keywords: Compression, heat-driven compressor, isobaric expansion, renewable energy, low-
grade heat. 
Introduction 
Energy consumption by compressors is substantial. For instance, compressed air systems alone 
account for 10% of industrial electricity consumption in the USA and the EU [1, 2]. An increase 
in electricity demand from residential and commercial air conditioning by 2050 is expected to 
be comparable to adding the European Union’s entire electricity consumption. Air conditioning 
will represent 12.7% of electricity demand by the middle of the century, compared to almost 
9% now [3]. Therefore, any improvements in the cost and efficiency of compression processes 
are of great interest. 
Reciprocating, or piston compressors, are the best known and most widely used compressors 
of the positive displacement type [4]. Although piston compressors are simple in principle, all 
the used arrangements include massive and expensive kinematic components (piston, piston 
rod, crosshead, crankshaft, crankcase, flywheel, and gearbox).  
Most piston compressors are driven by electric motors. Different heat engines (steam or gas 
turbines, piston engines) are also used as drivers of reciprocating compressors [4, 5, 6]. 
Generally, the heat engines convert the energy of different fluids (steam, combustion products, 
water or wind) to shaft power. This shaft power, in turn, is converted into electricity, which is 
fed to the electric motor through electrical networks, transformers, frequency converters, etc. 
The electric motor drives the compressor kinematics which performs work on the compressed 
fluid (gas or vapor). Ultimately, the energy of a primary fluid is transferred to the energy of the 
compressed fluid in such a complex multistage way. 
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There are also compression technologies in which one fluid is compressed directly by another 
one. Gas (liquid-gas) ejectors [7], wave pressure exchangers [8], free piston diesel compressors 
[9, 10, 11, 12] and steam compressors [6] are among them. These methods eliminate kinematic 
transmission and multiple energy conversion steps. However, the efficiencies of gas ejectors 
and wave pressure exchangers are rather low. Free-piston diesel compressors proved to possess 
some very attractive features. However, they did not gain widespread commercial success. No 
reports of serious lacks or flaws in the concept explaining this can be found [13]. 
A direct steam-driven air compressor is one of the earliest compressor types. It is actuated by a 
steam engine of the reciprocating type with a direct connection between the piston of the 
compressor and that of the steam engine so that both pistons move as a unit [6]. The idea of 
steam-driven compressors goes back to the first heat engines invented by Savery and 
Newcomen for water pumping more than 300 years ago [14, 15, 16]. Probably the first steam 
driven compressors were blast furnace bellows for the production of lead copper and iron in the 
mid-18th century [17].  
Steam-driven compressors are similar to steam pumps although the processes are different, and 
in contrast to steam pumps they are almost unknown [5]. To date, no application has been found 
for this compression technology. The last mention of operating steam driven air compressors 
we found is a compressor instruction pamphlet from the Westinghouse Air Brake Company 
[18] that is 100 years old. 
The practical implementation of the concept of steam or (more generally heat driven) 
reciprocating compressor depends on the availability of an energy efficient heat engine. So-
called isobaric expansion (IE) engines, which directly convert heat to mechanical energy in the 
form of a high pressure fluid (liquid or vapor) have the potential to revive the steam-driven 
compression concept. The isobaric expansion technology was introduced in [19], although it 
was previously studied under different names and for various applications [20, 21, 22, 23, 24, 
25]. With their hydraulic or pneumatic power output, the IE engines are ideal for pumping and 
compression applications. The impact of this method can be significant because, in addition to 
eliminating multiple energy conversions and associated equipment, they allow replacing 
primary fossil energy sources with abundantly available low-grade heat, even at temperatures 
below 100 oC. 
The energy efficiency of heat driven IE engine-pumps has been studied both theoretically and 
experimentally [19, 26, 27]. However, according to our knowledge, studies of compression 
processes in which a compressible fluid acts as an actuating agent are absent in the literature; 
the interesting system proposed in [28] has not been evaluated properly as the used assumptions 
violate both momentum and energy conservation. Recent publications on this topic, [29, 30], 
do not differentiate between compression and pumping, which can lead to gross errors. 
The purpose of this paper is to assess the feasibility of a direct transfer of energy from one 
compressible fluid to another one as it occurs in the steam-driven reciprocating piston 
compressor. In the processes under consideration, the compressor piston is driven directly by 
the piston of a heat engine (driver) using a working fluid of arbitrary parameters. Any fluid 
(gas, liquid, supercritical fluid or fluid undergoing phase transition) can be considered as the 
actuating or driving agent. In the following part of the present work, we will use the terms vapor 
or driving fluid to refer to all possible fluids.  
The question of how the driving vapor is generated (i.e. heat engine process) is not considered. 
Therefore, this analysis is equivalent to the analysis of the energy efficiency of a steam-driven 
compressor operating on an open cycle. In the case of a closed cycle, the overall process 
efficiency is also determined by the engine process which is beyond the scope of the present 
work. 
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A thermodynamic analysis of the efficiency of vapor use (defined as work performed by the 
driver per unit mass of vapor) is performed. At first, the simplest compressor schemes are 
considered. In these schemes the compressor piston is rigidly connected to another piston 
accommodated in a cylinder, called in this paper driver. It is found that in such schemes the 
direct transfer of energy from one fluid to another is inherently inefficient since the energy of 
the driving vapor is largely spent on the compression of the driving vapor itself.  
In order to eliminate the drawback of simple vapor driven compressors different new vapor 
driven compressor configurations are proposed and evaluated using the same approach. These 
configurations include multistage vapor driven compression, reuse of the driving vapor and the 
use of force transmission between the compressor and driver pistons. 
Basic vapor driven compressors 
Two basic schemes of single- and double-acting direct vapor driven compressors are shown in 
Figure 1. They consist of a compressor cylinder and a driver cylinder provided with pistons that 
are coupled by a connecting rod. The driver cylinder is combined with a vapor generation circuit 
(shown in the single acting scheme) consisting of a heater H, recuperator R, cooler C and feed 
pump P. The driver together with the vapor circuit forms an IE heat engine. Its operation is 
described in [19]. The heat engine replaces the electric motor or internal combustion engine 
and the crank mechanism of the conventional piston reciprocating compressors. 

a b 

  
Figure 1. Basic schemes of vapor-driven compressors: a – single acting; b – double acting. 

In the case of the single-acting unit (Figure 1a) both the compression and actuation occur on 
one side of the compressor and driver pistons. In the double-acting type unit (Figure 1b) 
compression and actuation take place on both sides of the pistons. In the case of the single-
acting unit, the pressures on the outer surfaces of the pistons are usually constant ambient 
pressure, whereas for the double-acting system they are intake and discharge pressures of the 
compressor and driver, respectively. 
The pistons are free in the sense that their movement is controlled only by the fluid forces acting 
upon them. The driver piston is actuated by vapor generated in the vapor circuit. The 
reciprocating motion of the driver piston in each scheme is transformed into the reciprocating 
motion of the compressor piston.  
The processes in the compressor and driver can be explained for the single acting scheme, 
Figure 1a, as follows. Let us assume that initially the compressor cylinder is filled with the 
compressed fluid at its intake or low pressure 𝑃𝑃𝑐𝑐𝑐𝑐 and the volume of the cylinder is maximal 
𝑉𝑉𝑐𝑐0. During the compression step the discharge valve of the driver vd2 is closed; the driving 
fluid is supplied to the driver through the intake valve vd1. The pressure of the driving fluid is 
transmitted through the driver piston and connecting rod to the compressor piston. As a result 
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pressure in the compressor increases from the initial/intake or low pressure 𝑃𝑃𝑐𝑐𝑐𝑐 to the 
final/discharge or high pressure 𝑃𝑃𝑐𝑐𝑐𝑐 and then the compressed fluid under influence of the 
driving fluid at its maximum pressure 𝑃𝑃𝑑𝑑𝑐𝑐 is discharged from the compressor through the outlet 
check valve vc2 at constant high pressure 𝑃𝑃𝑐𝑐𝑐𝑐. After that the inlet valve of the driver vd1 closes, 
the outlet valve vd2 opens and pressure of the driving fluid in the driver drops from 𝑃𝑃𝑑𝑑𝑐𝑐 to the 
low driver pressure 𝑃𝑃𝑑𝑑𝑐𝑐. Due to equalization of the forces acting on the pistons, they move a 
little to the right so that a small amount of the compressed fluid remaining in the compressor 
(mainly in the intake and discharge valves) expands and its pressure decreases to the intake 
pressure 𝑃𝑃𝑐𝑐𝑐𝑐; simultaneously part of the driving fluid is pushed out of the driver through the 
discharge valve vd2. After that the compressor intake stroke begins during which pressure in 
the compressor remains constant. Simultaneously the rest of the driving fluid discharges from 
the cylinder through the valve vd2 at constant pressure 𝑃𝑃𝑑𝑑𝑐𝑐. At the end of the compressor intake 
and the driver discharge stroke the system returns to the initial state and the system is ready for 
the cycle to be repeated. 
As in the case of steam piston engines the crucial problem is to find a method to supply the 
driving vapor to the power cylinder (driver), providing the highest work. If the pistons of the 
compressor and driver are coupled by a mechanism such as a crank gear with a massive 
flywheel acting as energy storage, the solution is well known: a certain amount of steam is to 
be injected at high pressure during an initial stage of piston movement, after which the intake 
valve closes and the supplied steam expands further adiabatically. However, this method will 
not be satisfactory in the case of low-inertia, directly coupled pistons (low mass or low 
reciprocation frequency), as shown in Figure 1. A large difference in the forces acting on the 
compressor and driver pistons, especially at the beginning of the compression stroke, results in 
an uncontrollable acceleration of the pair of pistons, fluid to be compressed and excessive 
consumption of the driving vapor. Therefore, toto avoid detrimental piston acceleration, the 
pressure change in the driver should correspond to the variable pressure in the compressor.  
Ideally, the pistons move without acceleration (except for the top and bottom dead points). 
Technically, such an operation can be achieved if the characteristic time of the pressure rise in 
the driver is lower than the characteristic time of the force equalization in the compressor and 
driver. In addition, appropriate sizes of the compressor and driver pistons and the high and low 
pressures of the driving fluid should be selected for the compression process. 
For the double-acting compressor-driver combination forward and back strokes of the pistons 
are identical. In this case, taking into account the forces acting on the pistons, it is possible to 
obtain a relation between the areas of the pistons and the pressures that allow the compression 
cycle to be carried out: 

 
𝐴𝐴𝑐𝑐
𝐴𝐴𝑑𝑑

=
𝑃𝑃𝑑𝑑𝑐𝑐 − 𝑃𝑃𝑑𝑑𝑐𝑐
𝑃𝑃𝑐𝑐𝑐𝑐 − 𝑃𝑃𝑐𝑐𝑐𝑐

  (1) 

The maximum pressure of the driving fluid 𝑃𝑃𝑑𝑑𝑐𝑐 can be higher than that obtained from Eq. 1. 
However, this is not justified from the energy efficiency standpoint in view of unnecessary 
consumption of the driving fluid at the end of the compression stroke. The minimum pressure 
of the driving fluid 𝑃𝑃𝑑𝑑𝑐𝑐 can be lower than that obtained from Eq. 1, however, such an operation 
would require a controlled discharge valve of the driver to maintain the driving fluid pressure 
at a level that is necessary for uniform movement of the pistons.  
A remarkable feature of a double-acting unit is that for any given values of low and upper 
pressures in the compressor 𝑃𝑃𝑐𝑐𝑐𝑐 and 𝑃𝑃𝑐𝑐𝑐𝑐, arbitrary values of low and upper pressures in the 
driver 𝑃𝑃𝑑𝑑𝑐𝑐 and 𝑃𝑃𝑑𝑑𝑐𝑐 can be used. 
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For the single-acting compressors, shown in Figure 1a, the requirements towards the low and 
upper pressures in the driver are different. In this case, the relation between the pressures 
conforming the condition of the uniform piston movement is 

 (𝑃𝑃𝑐𝑐 − 𝑃𝑃𝑎𝑎)𝐴𝐴𝑐𝑐 = (𝑃𝑃𝑑𝑑 − 𝑃𝑃𝑎𝑎)𝐴𝐴𝑑𝑑 (2) 

where 𝑃𝑃𝑎𝑎 is the ambient pressure. 
Eq. 2 places a restriction on the driver pressure range for given compressor pressures. This can 
be understood considering a high-pressure process when ambient pressure can be neglected. In 
this case the forward and back piston strokes will be performed if 𝑃𝑃𝑑𝑑𝑐𝑐𝐴𝐴𝑑𝑑 ≥ 𝑃𝑃𝑐𝑐𝑐𝑐𝐴𝐴𝑐𝑐 and 𝑃𝑃𝑑𝑑𝑐𝑐𝐴𝐴𝑑𝑑 ≤
𝑃𝑃𝑐𝑐𝑐𝑐𝐴𝐴𝑐𝑐 accordingly. From these requirements it follows that the driver pressure ratio should be 
not less than the compressor pressure ratio: 𝑃𝑃𝑑𝑑𝑑𝑑

𝑃𝑃𝑑𝑑𝑑𝑑
≥ 𝑃𝑃𝑐𝑐𝑑𝑑

𝑃𝑃𝑐𝑐𝑑𝑑
. However, for many practically 

interesting applications the pressure ratio in the compressor 𝑟𝑟𝑐𝑐 = 𝑃𝑃𝑐𝑐𝑑𝑑
𝑃𝑃𝑐𝑐𝑑𝑑

 is much higher than the 

available pressure ratio in the driver 𝑟𝑟𝑑𝑑 = 𝑃𝑃𝑑𝑑𝑑𝑑
𝑃𝑃𝑑𝑑𝑑𝑑

, especially within the scope of the current 
research focused on the low temperature difference applications of the IE engines.  
The restriction on the pressure of the driving fluid in the single-acting scheme can be avoided 
using a modified, more flexible, scheme shown in Figure 2a.  

a b 

  
Figure 2. Modified single-acting schemes: with a receiver (a) and duplex scheme (b). 

In this improved scheme there is a large volume accumulator or receiver with a specified 
pressure 𝑃𝑃𝑟𝑟 which becomes an additional process parameter. Taking it equal to  

 𝑃𝑃𝑟𝑟 =
𝑃𝑃𝑑𝑑𝑐𝑐(𝑃𝑃𝑐𝑐𝑐𝑐 − 𝑃𝑃𝑎𝑎) − 𝑃𝑃𝑑𝑑𝑐𝑐(𝑃𝑃𝑐𝑐𝑐𝑐 − 𝑃𝑃𝑎𝑎)

𝑃𝑃𝑐𝑐𝑐𝑐 − 𝑃𝑃𝑐𝑐𝑐𝑐
  (3) 

allows for using any low and upper pressures in the driver, 𝑃𝑃𝑑𝑑𝑐𝑐 and 𝑃𝑃𝑑𝑑𝑐𝑐, for given values of 
low and upper pressures in the compressor, 𝑃𝑃𝑐𝑐𝑐𝑐 and 𝑃𝑃𝑐𝑐𝑐𝑐. It can be shown that in this case Eq. 1 
also becomes valid. 
The scheme with the receiver, Figure 2a, is a useful theoretical configuration. Better 
functionality can be achieved by using the duplex design, Figure 2b. Duplex is a combination 
of two identical machines operating in counterphase, both auxiliary chambers of which (in blue) 
are connected by a pipe. If the auxiliary chambers are filled with a gas at the pressure 𝑃𝑃𝑟𝑟 needed 
in the receiver, they function as a large receiver without compression/expansion of the gas 
inside them. The auxiliary chambers can also be used for the lubrication, draining of working 
fluid leakages through the seals etc. An auxiliary chamber(s) can also be arranged in the 
compressor cylinder. 
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Having in mind the modified scheme, Figure 2, in the following analysis of the process 
efficiencies there is no need to distinguish single-acting and double acting schemes. For any 
given pressures in the compressor arbitrary low and upper pressures in the driver can be applied. 
Efficiency of driving vapor use in basic vapor driven compressors 
In this paper, the efficiency of vapor generation in the heat engine is not considered; it is 
assumed that driving vapor with a certain temperature and pressure is available. The focus of 
the study is on the efficiency of vapor use in the driver when it is applied for compression 
processes with different compression ratios either adiabatically or isothermally.  
For the purpose of simple analysis, the following usual assumptions are made consistent with 
thermodynamic analysis: 

• The process in the compressor is either adiabatic or isothermal. 
• The process in the driver is adiabatic. 
• The driver performs only useful work on the compression. 
• Minimum volumes of the compression and driving cylinder are zero (no dead volume). 
• Temperature and pressure of the fluids in the driver and compressor are uniform. 
• Mechanical friction between moving and stationary parts in contact is negligible. 
• Inertia of the pistons, piston rods and the fluids is negligible; this is justified for IE engines 

operating at low frequencies. 
• Cross-sectional area of the piston rods is much smaller than the area of the pistons. 
• Compressed and driving fluid are ideal gases; the ratios of the heat capacities at constant 

pressure and constant volume of the driving and compressed gases, 𝛾𝛾𝑐𝑐 and 𝛾𝛾𝑑𝑑, were taken 
equal to 1.4 unless otherwise indicated.  

To characterize the process we introduce a vapor use efficiency defined as the useful work 
performed by the driver per cycle per unit mass of the consumed vapor 𝑚𝑚𝑑𝑑0: 

 𝑤𝑤 =
𝑊𝑊𝑐𝑐0

𝑚𝑚𝑑𝑑0
 (4) 

In Eq. 4 the useful work is designated as the work of the compressor per cycle, 𝑊𝑊𝑐𝑐0 = ∮𝑃𝑃𝑐𝑐𝑑𝑑𝑉𝑉𝑐𝑐, 
which is equal to the work of the driver, 𝑊𝑊𝑑𝑑0 = ∮𝑃𝑃𝑑𝑑𝑑𝑑𝑉𝑉𝑑𝑑, under the assumptions made.  

The mass of the consumed vapor depends on its temperature at the end of compression stroke, 
𝑇𝑇𝑑𝑑𝑑𝑑, and can be calculated as 

  𝑚𝑚𝑑𝑑0 = 𝜌𝜌𝑑𝑑(𝑇𝑇𝑑𝑑𝑑𝑑 ,𝑃𝑃𝑑𝑑𝑐𝑐)𝑉𝑉𝑑𝑑0 (5) 

where 𝜌𝜌𝑑𝑑(𝑇𝑇𝑑𝑑𝑑𝑑 ,𝑃𝑃𝑑𝑑𝑐𝑐) and 𝑉𝑉𝑑𝑑0 are the vapor density and its volume at the end of the compression 
stroke.  

The specific work 𝑤𝑤 can easily be calculated if the load on the driver piston is constant during 
the forward and back strokes of the piston. Such a constant load is realized in the limiting case 
when the compressor operates as an ideal pump. In this case the driver performs the maximum 
possible work, 𝑊𝑊𝑑𝑑𝑑𝑑𝑎𝑎𝑑𝑑 = (𝑃𝑃𝑑𝑑𝑐𝑐 −  𝑃𝑃𝑑𝑑𝑐𝑐)𝑉𝑉𝑑𝑑0, because the pressure of the driving vapor is maximal 
during the compression piston stroke and minimal during the discharge piston stroke. From the 
energy balance equation it follows that temperature of the driving vapor at the end of the 
compression/pumping stroke is 𝑇𝑇𝑑𝑑𝑐𝑐. Therefore, 𝑚𝑚𝑝𝑝0 = 𝜌𝜌𝑑𝑑(𝑇𝑇𝑑𝑑𝑐𝑐,𝑃𝑃𝑑𝑑𝑐𝑐)𝑉𝑉𝑑𝑑0 and the specific work 
of the driver operating as an actuator of the ideal pump is 

 𝑤𝑤𝑝𝑝 =
𝑊𝑊𝑑𝑑𝑑𝑑𝑎𝑎𝑑𝑑

𝑚𝑚𝑝𝑝0
=

𝑃𝑃𝑑𝑑𝑐𝑐 −  𝑃𝑃𝑑𝑑𝑐𝑐
𝜌𝜌𝑑𝑑(𝑇𝑇𝑑𝑑𝑐𝑐,𝑃𝑃𝑑𝑑𝑐𝑐) (6) 
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𝑤𝑤𝑝𝑝 of Eq. 6 is taken as the benchmark for the comparison of the efficiencies of the driver in this 
paper. Thus the relative efficiency of vapor use is defined as 

 𝛼𝛼 =
𝑤𝑤
𝑤𝑤𝑝𝑝

=
𝜌𝜌𝑑𝑑(𝑇𝑇𝑑𝑑𝑐𝑐,𝑃𝑃𝑑𝑑𝑐𝑐)
𝜌𝜌𝑑𝑑(𝑇𝑇𝑑𝑑𝑑𝑑 ,𝑃𝑃𝑑𝑑𝑐𝑐)

𝑊𝑊𝑐𝑐0

(𝑃𝑃𝑑𝑑𝑐𝑐 − 𝑃𝑃𝑑𝑑𝑐𝑐)𝑉𝑉𝑑𝑑0
 (7) 

𝛼𝛼 or 𝑇𝑇𝑑𝑑𝑑𝑑 can be obtained from the energy balance for the compression stroke which in case of 
adiabatic process is: 

 �𝐻𝐻𝑑𝑑(𝑇𝑇𝑑𝑑𝑐𝑐,𝑃𝑃𝑑𝑑𝑐𝑐) − 𝑈𝑈𝑑𝑑(𝑇𝑇𝑑𝑑𝑑𝑑 ,𝑃𝑃𝑑𝑑𝑐𝑐)�𝑚𝑚𝑑𝑑0 = 𝑊𝑊𝑑𝑑𝑐𝑐 (8) 

where 𝐻𝐻𝑑𝑑 and 𝑈𝑈𝑑𝑑 are specific enthalpy and internal energy of the driving vapor, and 𝑊𝑊𝑑𝑑𝑐𝑐 is the 
work of the driver in the compression stroke. Eq. 8 takes into account that the driving vapor 
enters the driver cylinder at temperature 𝑇𝑇𝑑𝑑𝑐𝑐 and pressure 𝑃𝑃𝑑𝑑𝑐𝑐. 

𝑊𝑊𝑑𝑑𝑐𝑐 can be exressed through the work per cycle, 𝑊𝑊𝑑𝑑0 = 𝑊𝑊𝑐𝑐0, and the discharge work of the 
driving vapor, −𝑃𝑃𝑑𝑑𝑐𝑐𝑉𝑉𝑑𝑑0: 

 𝑊𝑊𝑑𝑑𝑐𝑐 = 𝑊𝑊𝑐𝑐0 + 𝑃𝑃𝑑𝑑𝑐𝑐𝑉𝑉𝑑𝑑0 (9) 

From Eqs. 1, 5, 8, 9 and the fluid state equation (𝜙𝜙(𝜌𝜌,𝑃𝑃,𝑇𝑇) = 0) 𝑇𝑇𝑑𝑑𝑑𝑑 and all other process 
characteristics can be obtained, if the work 𝑊𝑊𝑐𝑐0 is known. Important qualitative conclusions 
can be drawn from these simple equations: for the highest specific work, Eq. 4, the internal 
energy at the end of the compression stroke 𝑈𝑈𝑑𝑑(𝑇𝑇𝑑𝑑𝑑𝑑 ,𝑃𝑃𝑑𝑑𝑐𝑐) should be as low as possible, and the 
useful work 𝑊𝑊𝑐𝑐0 as large as possible. Using Eq. 4 and taking into account that the highest rate 
of the pressure change with the volume occurs at adiabatic expansion, one can prove that the 
Rankine cycle has the maximum steam use efficiency. 
The equations above can readily be treated if both the compresed and driving fluid are the ideal 
gasses. In this case enthalpy, internal energy, density and specific heats, 𝑐𝑐𝑝𝑝 and 𝑐𝑐𝑣𝑣, are 

 𝐻𝐻𝑑𝑑(𝑇𝑇,𝑃𝑃) = 𝑐𝑐𝑝𝑝𝑇𝑇, 𝑈𝑈𝑑𝑑(𝑇𝑇,𝑃𝑃) = 𝑐𝑐𝑣𝑣𝑇𝑇, 𝜌𝜌𝑑𝑑(𝑇𝑇,𝑃𝑃) =
𝑃𝑃𝑃𝑃
𝑅𝑅𝑇𝑇

  (10) 

  𝑐𝑐𝑝𝑝 =
𝑅𝑅𝛾𝛾𝑑𝑑

𝑃𝑃(𝛾𝛾𝑑𝑑 − 1) , 𝑐𝑐𝑣𝑣 =   
𝑅𝑅

𝑃𝑃(𝛾𝛾𝑑𝑑 − 1),   𝛾𝛾𝑑𝑑 =
𝑐𝑐𝑝𝑝
𝑐𝑐𝑣𝑣

  (11) 

in which 𝑅𝑅 is the gas constant and 𝑃𝑃 is the molecular mass of the driving vapor. 
Combining these equations with Eqs. 4, 5, 8 and 9 the temperature of the gas at the end of the 
compression stroke and the efficiency of gas use can be obtained: 

  
𝑇𝑇𝑑𝑑𝑑𝑑
𝑇𝑇𝑐𝑐

=  
𝛾𝛾𝑑𝑑𝑟𝑟𝑑𝑑

𝛾𝛾𝑑𝑑 + (𝑟𝑟𝑑𝑑 − 1) �  𝜔𝜔𝑐𝑐0
𝑟𝑟𝑐𝑐 − 1 (𝛾𝛾𝑑𝑑 − 1) + 1�

 , 𝛼𝛼 =
 𝜔𝜔𝑐𝑐0

𝑟𝑟𝑐𝑐 − 1
𝑇𝑇𝑑𝑑𝑑𝑑
𝑇𝑇𝑑𝑑𝑐𝑐

  (12) 

where 𝑟𝑟𝑐𝑐 = 𝑃𝑃𝑐𝑐𝑑𝑑
𝑃𝑃𝑐𝑐𝑑𝑑

 and 𝑟𝑟𝑑𝑑 = 𝑃𝑃𝑑𝑑𝑑𝑑
𝑃𝑃𝑑𝑑𝑑𝑑

 are the pressure ratios of the compressor and driver, and  

 𝜔𝜔𝑐𝑐0 = 𝑊𝑊𝑐𝑐0
𝑃𝑃𝑐𝑐𝑑𝑑𝑉𝑉𝑐𝑐0

 is the dimensionless compressor work. In case of adiabatic and isothermal 
compressions the dimensionless compressor works are:  

  𝜔𝜔𝑐𝑐0,𝑎𝑎𝑑𝑑 =
𝛾𝛾𝑐𝑐

𝛾𝛾𝑐𝑐 − 1
�𝑟𝑟𝑐𝑐

𝛾𝛾𝑐𝑐−1
𝛾𝛾𝑐𝑐 − 1� ,  𝜔𝜔𝑐𝑐0,𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖ℎ𝑑𝑑𝑟𝑟𝑑𝑑𝑎𝑎𝑒𝑒 = 𝑙𝑙𝑙𝑙(𝑟𝑟𝑐𝑐)  (13) 

where 𝛾𝛾𝑐𝑐 is the ratio of the heat capacities at constant pressure and constant volume of the 
compressed gas. 
Figure 3 shows the calculated efficiency of driving gas use.  
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Figure 3. Efficiency of the driving gas use as a function of the pressure ratio in the 

compressor at 𝑟𝑟𝑑𝑑 = 3 (a) and driver at 𝑟𝑟𝑐𝑐 = 5 (b) and different 𝛾𝛾𝑑𝑑; solid lines – adiabatic 
compression, dashed lines – isothermal compression, 𝛾𝛾𝑐𝑐 =1.4.  

The results obtained show that the efficiency of the driving gas use depends strongly on the 
properties of the gases, 𝛾𝛾𝑐𝑐 and 𝛾𝛾𝑑𝑑, and on the pressure ratios in the compressor and driver. For 
practically interesting compression processes (𝑟𝑟𝑐𝑐 is not close to 1) the efficiency of vapor use is 
much less than the efficiencies of vapor use in vapor-driven pumps. The pressure ratio in the 
compressor 𝑟𝑟𝑐𝑐 has the major effect on the efficiency. It drops rapidly with 𝑟𝑟𝑐𝑐 and increases with 
the pressure ratio in the driver 𝑟𝑟𝑑𝑑. The reason for the low efficiency is that a significant fraction 
of the energy of the driving gas supplied to the driver is spent on the compression of the driving 
gas that is already present in the driver. 

It should be noted that although the dependence of the efficiency on the driver pressure ratio 𝑟𝑟𝑑𝑑 
is not strong, operation with 𝑟𝑟𝑑𝑑 approaching 1 is impractical, since in this case the work done 
approaches zero. 
The relative position of the red, blue and grey lines in Figure 3 is explained by the fact that the 
temperature elevation of the driving fluid with larger 𝛾𝛾𝑑𝑑 during the compression stroke is higher 
and the density is lower. Accordingly, the consumption of the driving gas with higher 𝛾𝛾𝑑𝑑 is 
lower whereas the efficiency of its use is higher.  
Isothermal compression is preferred over adiabatic compression in conventional compression 
processes because the compression work is lower. For vapor driven compression, this advantage 
is diminished, see Figure 3, because the driver piston is less loaded when compression is 
isothermal.  
Based on the results obtained, several modified methods of vapor-driven compression can be 
proposed. These methods are presented below. 
Multistage compression 
When multiple compressor cylinders are connected in series and a gas or vapor is compressed 
in stages the arrangement is referred to as a multistage or stage compressor. If compression 
ratio is high, the compression is carried out in more than one step [6]. 
In almost all multi-stage applications the compressed gas or vapor will be cooled between stages 
because with intercooling, the compression more closely approximates an isothermal 
compression with resulting lower power requirement [6].  
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The simplest scheme of two-stage vapor driven compression with intercooling is presented in 
Figure 4. In this scheme each driver piston is actuated by the same vapor source. A difference 
compared to the conventional scheme is that the compressor pistons are actuated by a driving 
vapor and not by an electric motor or IC engine through a crank mechanism. In addition, it is 
important to note that the main reason for multistage vapor-driven compression is to improve 
efficiency of vapor use rather than a considerable temperature rise and a reduction of the 
compression work. Therefore processes without intercooling could also be of interest. 

Figure 4. Scheme of two-stage vapor-driven compressor. 
The multistage vapor driven compression process can be studied using the same approach as in 
the previous section. Figure 5 shows examples of efficiency of the driving gas use for one-, 
two- and three-stage compression. The results presented in Figure 5 were obtained for adiabatic 
compression under assumption that the compressor pressure ratio is the same in all stages.  

  

Figure 5. Efficiency of the driving gas use for one, two and three stage compression as a 
function of the compressor pressure ratio (a), 𝑟𝑟𝑑𝑑 = 3 and driver pressure ratio (b), 𝑟𝑟𝑐𝑐 = 10.  

Significant improvement of the efficiency is observed when the number of stages increases, 
especially if two stage compression is used instead of single stage compression. The efficiency 
increases with the number of stages and in the limit of large number of stages its value 
approaches 1. In this case pressure changes in the compressor and driver at each stage are 
negligible and the process is the same as in an ideal pump. 
The efficiency is the same for processes with and without intercooling because in case of the 
ideal gases it is determined by the pressure ratios in the compressor and driver and the heat 
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capacities. However, intercooling reduces the driving gas consumption as the compression 
work is reduced. This effect is significant at high compressor pressure ratio.  
It can be shown that, in addition to improving the efficiency, stage compression permits 
substantially reduce the total volume of the drivers, especially for processes with intercooling. 
For practically interesting pressure ratios the total volume of the drivers can be reduced several 
times. It is interesting that the total volume of the compressors and drivers can decrease with 
the number of stages at certain process parameters.  
Compression with driving vapor reuse 
Vapor in the driver at the end of the compression stroke is a valuable energy source. Its pressure 
is equal to the initial pressure 𝑃𝑃𝑑𝑑𝑐𝑐 and its temperature is higher than the initial temperature 𝑇𝑇𝑑𝑑𝑐𝑐. 
Therefore, one of the ways to improve efficiency of the driving vapor use is to reuse the vapor 
that is in the driver at the end of compression stroke. A difference compared to the basic method, 
Figures 1 and 2, is that, the driving vapor at the end of the compression stroke is not discharged 
from the driver to the vapor circuit (specifically to the recuperator, Figure 1a) but used for 
initial, or intermediate, compression in another compressors. The vapor from the vapor circuit 
of the heat engine is used only in the final compression phase. 
Many different schemes utilizing the driving vapor reuse principle can be proposed. As an 
example, a simple scheme of a single stage compression processes with vapor reuse is shown 
in Figure 6. It includes two drivers, two compressors and two 3-way valves. A description of 
the process can be started at the initial moment when driver 1 is at the end of the compression 
stroke and is filled with high pressure, hot driving vapor (𝑃𝑃𝑑𝑑𝑐𝑐,𝑇𝑇𝑑𝑑𝑐𝑐), Figure 6a. Driver 2 at this 
moment is in the end of its discharge stroke and does not contain driving vapor. Valve 1 is 
closed whereas valve 2 opens and communicate the drivers. As a result, driver 2 performs 
compression in compressor 2 until the pressure forces on the driver 2 and compressor 2 pistons 
equalize, Figure 6b. Thus, at this phase of the process, compression in compressor 2 occurs 
with vapor from driver 1. Then valve 2 closes and the driving vapor from its original source 
(heat engine) is delivered to driver 2 through valve 1 to accomplish the compression stroke in 
compressor 2, Figure 6c. Then, or simultaneously, driving vapor remaining in driver 1 is 
discharged and compressor 1 is filled with the fluid to be compressed, Figure 6d. After that 
process repeats with the interchanged functions of compressor 1 - driver 1 and compressor 2 - 
driver 2.  

 
Figure 6. Scheme of single stage vapor driven compression with vapor reuse; different phases 

of the process are shown. 
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Taking into account the advantages of multistage vapor driven compression a logical step is to 
apply the idea of vapor reuse for multistage compression processes. Figure 7 shows an example 
of two-stage scheme with vapor reuse. At first stage the fluid is compressed from the low 
pressure  𝑃𝑃𝑐𝑐𝑐𝑐 to some intermediate pressure in compressor 1. Then partly compressed fluid is 
displaced to compressor 2 where it is compressed till the desired pressure  𝑃𝑃𝑐𝑐𝑐𝑐. The drivers 
operate in the same way as in the scheme shown in Figure 6. The fluid from compressor 1 can 
be displaced to compressor 2 directly or through an intercooler as in Figure 7. 

 
Figure 7. Scheme of two-stage vapor driven compression with vapor reuse. 

Figure 8 shows the calculated efficiencies for different processes: without driving gas reuse 
(basic scheme), and with driving gas reuse in the one- and two-stage compression as a function 
of the pressure ratios in the compressor and driver. 
The results presented were obtained using the same approach as in the previous sections, 
although with slightly more complex mathematics. A significant increase in efficiency is seen 
due to the reuse of driving gas. Two-stage compression with reuse of the driving gas offers the 
efficiency very near to the efficiencies of vapor driven pumping process. Remarkably that at 
low compressor pressure ratio the efficiency becomes even higher than in case of operation as 
the ideal pump. 

  

Figure 8. Efficiency of the driving gas use as a function of the compressor (a) and driver (b) 
pressure ratio: grey lines - basic compression scheme, blue lines - single-stage with gas reuse, 
red lines - two-stage with gas reuse; 𝑟𝑟𝑑𝑑 = 10 (a), 𝑟𝑟𝑐𝑐 = 10 (b). 

Vapor driven compression with force transmission 
From the analysis of the basic vapor driven compression processes it follows that the rising 
pressure of the driving vapor during compression stroke is the reason of low vapor use 
efficiency. One of the possible methods to avoid significant pressure rise in the driver and 
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improve its efficiency is to connect the piston rods through a mechanical linkage (kinematic 
transmission) to manage forces and movement of the pistons. 
A massive flywheel in combination with a crank gear is well-known linkage mechanism used 
in different machines e.g. in reciprocating piston compressors driven by an electric motor or IC 
engines. This method can also be applied in vapor driven compressors as e.g. is shown in Figure 
9a. In this case, some part of power delivered by driver in an initial period of the compression 
cycle is accumulated by a flywheel (shown in blue in Figure 9a) and then is used in a final period 
of the compression piston stroke. If the intake valve of the driver is open and does not create a 
resistance to the driving vapor flow the pressure in the driver will be constant and equal to its 
maximum pressure 𝑃𝑃𝑑𝑑𝑐𝑐. As a result, the vapor use efficiency will be the same as in case of an 
ideal pump. 
Many mechanisms for force transmission can be proposed, which help to increase the efficiency 
of vapor use without using the effect of energy storage. One of such methods was proposed in 
[31] to equalize the variable forces between the steam actuated power piston and the saline 
water pump piston in a reverse osmosis system.  
Mathematically the presence of a mechanical linkage can be expressed by an equation relating 
the forces 𝐹𝐹𝑐𝑐(𝑥𝑥) and 𝐹𝐹𝑑𝑑(𝑦𝑦) on the compressor and driver piston: 

 𝐹𝐹𝑑𝑑(𝑦𝑦) = 𝑇𝑇𝑟𝑟(𝑥𝑥)𝐹𝐹𝑐𝑐(𝑥𝑥)   (14) 

In these equation 𝑥𝑥 and 𝑦𝑦 are positions of the pistons in the compressor and driver and the 
transmission function 𝑇𝑇𝑟𝑟(𝑥𝑥) is expressed as a function of 𝑥𝑥. Obviously, choosing 𝑇𝑇𝑟𝑟(𝑥𝑥), one 
can achieve any desired balance of the forces. 
We will briefly illustrate the concept of force transmission using as an example a simple lever 
mechanism shown in Figure 9b. The transmitting function in this case expressed through the 
angle between the driver piston rod and the lever is 𝑐𝑐𝑐𝑐𝑐𝑐(𝜑𝜑). 

a b 

 

 
Figure 9. Schemes of vapor driven compressor with mechanical linkages between the pistons.  

 

Figure 10 shows an example of the calculated vapor use efficiency in the case of double acting 
piston-driver arrangements when the angle 𝜑𝜑 changes in the range 20o – 70o. 
Gain in the efficiency due to the transmission is clearly seen. An additional advantage of the 
transmission is that the improved efficiency is achieved with smaller driver volume as the 
pressure span in the driver becomes narrower, close to the maximum pressure. 
Generally the analysis of the systems with a transmission is more complicated than without it. 
Not every transmission can provide a balance of the forces and uniform piston movement. In 
the example above even a minor force on the driver piston will result in acceleration of the both 
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pistons if the angle 𝜑𝜑 approaches 90o and 𝑐𝑐𝑐𝑐𝑐𝑐(𝜑𝜑) tends to zero. Also the ambient pressure or 
pressure in the receiver become an additional process parameters in case of single acting 
scheme. These important details are beyond the scope of this paper. 

  
Figure 10. Efficiency of the driving gas use without (grey lines) and with (blue lines) 
transmission as a function of the pressure ratios in the compressor, 𝑟𝑟𝑑𝑑 = 10 (a) and driver 𝑟𝑟𝑐𝑐 
= 10 (b). 

Discussion and conclusions  
In the known steam driven compressors [18] the steam was supplied to the compressor from a 
boiler and exhausted to atmosphere. Therefore thermal efficiency of the compressor was 
determined by the steam use efficiency introduced in this paper, Eq. 4 or 7, because the supplied 
heat was directly proportional to the mass of the generated steam. 
The results obtained in this paper for the simplest schemes might explain why such steam driven 
compressors are not used. The use of closed steam cycles, shown in Figure 1a, will not help to 
improve their thermal efficiency because heat regeneration in case of steam is very poor as 
explained e.g. in [32]. However, if a regenerative heat engine is used and the steam is replaced 
by a fluid with thermodynamic properties allowing efficient heat regeneration, see [26], it can 
be expected that processes with low vapor use efficiency might be feasible. 
Inefficient use of the driving vapor manifests in the higher temperature of vapor exhausted from 
the driver. In the case of ideal gases this temperature is determined by Eq. 12. The increased 
temperature offers additional potential for improved heat recovery in the recuperator of the IE 
engine. This problem requires further detailed investigation accounting for thermodynamic 
properties of the driving fluid.  
This paper presents how, if necessary, the disadvantages of the schemes with low vapor use 
efficiency can be eliminated with the proposed above methods – multistage vapor driven 
compression, vapor reuse, force transmission or combination of thereof – and other methods. 
With these methods the vapor use efficiency can become comparable with the efficiency in 
pumping processes. Which of them is preferable depends on technical complexity and 
eventually on the economics.  
Overall, the results presented in this paper show the significant potential of the heat driven 
compression concept and the need for further research. This concepts is especially attractive 
because it allows the of low-grade heat sources (<100 oC) which cannot be effectively used 
with existing technologies. 
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Abstract 

Radiative cooling with the outer space as a natural heat sink can be very useful in order to 

widely diffuse the standard of Nearly Zero Energy Building in Mediterranean climate. 

Despite it is a well-known passive technique, it is not so commonly used due to low power 

density and long payback periods. Recently, the integration of a radiative cooler into a solar 

photovoltaic/thermal collector is gaining increasing interest in research as a solution to 

overcome these drawbacks. In this study, the energy performance of a system converting 

solar energy into electricity and heat during daytime and offering cooling energy at night is 

assessed on the basis of a validated model of a trifunctional photovoltaic–thermal–radiative 

cooling module. The key energy performance indicators are analysed by varying the main 

parameters of the system such as spectral emissivity of the selective absorber plate and cover, 

and thermal insulation thickness. The annual performance analysis is performed for a typical 

residential building and climate of the Mediterranean area. 

Keywords: cogeneration, Mediterranean climate, photovoltaic/thermal, radiative cooling. 

 

Introduction 

Even if extensive application of insulation is reducing energy demand for new and 

refurbished buildings, heating demand remains high in more diffused existing buildings, 

particularly in temperate zones [1]. On the other hand, cooling energy demand is increasing 

especially in milder climates, due to the global climate change, and to the reduced capacity of 

more insulated buildings to waste energy [2]. As a matter of fact, in the last decades, more 

efficient heating and cooling systems have becoming desirable to reduce the conventional 

energy demand from fossil fuels or electricity, such as condensing boilers, heat pumps, open 

and closed cycle sorption systems, solar thermal, and electrical technologies. 

Despite nowadays solar energy is not the most widely used renewable energy in the world 

[3], it is considered the most promising one for the sustainable development of modern 

society. Solar thermal collectors that produce hot water or air, and photovoltaic modules that 

produce electricity are the most diffused solar technologies. As it is well known, the thermal 

efficiency of a solar thermal collector highly depends on its photothermal conversion 

efficiency and heat loss [4]. In particular, it relies on its spectral absorptivity in the solar 

heating (SH) band (0.2-3 m range) and on the radiative heat loss in the middle and far 

infrared band (> 3 m). Starting from the beginning of this century, a series of improvements 

regarding the solar thermal collectors have been proposed. Higher performance selective 

coatings were developed, with an absorptivity of approximately 0.95 and an emissivity of as 

low as 0.05 [5] [6]. Thus, a first-order thermal loss coefficient of 1 W m
-2

 K
-1

 or even less is 

now the standard value in solar thermal collectors largely available on market. 
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Concerning the solar conversion to electricity, not all wavelengths of the incoming radiation 

are usefully converted into electricity in PV cells: commercially available single junction PV 

cells have an electrical efficiency varying between 6% to 25% (under optimum operating 

conditions and depending on the semiconductor material), whereas the rest of the solar 

radiation is dissipated as heat [7]. This is due to the band-gap energy of the semiconductor 

material. For example, crystalline silicon PV cells can utilize the entire visible spectrum plus 

some part of the infrared spectrum, but the energy of all other wavelengths (far infrared and 

higher energy radiation) cannot be converted into electricity and unfortunately is dissipated 

by the cell as thermal energy. The main drawback is that the PV module can reach 

temperatures as high as 40 °C above ambient; this causes an increased intrinsic carrier 

concentration which tends to increase the dark saturation current of the p–n junction. The 

main effect is the decreasing of the available maximum electrical power, typically 0.2–0.5% 

for every 1 °C rise in the PV module temperature for crystalline silicon cells. Another critical 

issue for improving the performance of PV systems is maintaining a homogeneous low 

temperature distribution across the string of cells. 

The well-known main idea to face the issues just described is to increase the electrical 

production of PV by decreasing the normal operating cell temperature by cooling the panel 

by a liquid (or air). Thus, PhotoVoltaic/Thermal technology (PVT) aims at using the same 

area both for producing electricity and heat. This also implies to have higher global efficiency 

with an enhanced use of solar incoming energy [8] [9]. 

Besides the direct conversion of solar radiation into thermal and electrical energy, solar 

thermal cooling was one of the first studied technologies aftermath the 1973 energy crisis for 

the cooling of buildings. In spite of many successful pilot plants, this technology has not 

taken off yet. Over and over, intergovernmental organizations [3] or multi-stakeholder 

governance groups [10] recommended the development of solar cooling. The fact is that the 

last recording of installations worldwide reached only 1200 plants in 2014, most in Europe 

[11]. The system appears expensive and complex. Moreover, in temperate climates, the 

ab/adsorption chiller is utilized only in summer, so that the investment cost is even less 

advisable. Moreover, the progressive cost reduction of PV panels occurred in the first decade 

of the present century, highlighted a possible competition between solar PV cooling systems, 

where PV panels drive a compression chiller. The further impressive PV price reduction of 

the last decade seems to close definitively the game, and now the competition of solar 

electrical cooling in terms of overall cost is rather with conventional air-conditioning [12]. 

Radiative Cooling (RC) can be considered a viable alternative to solar thermal and solar PV 

cooling. It is a renewable energy technology that uses the high spectral transmittance of the 

atmosphere in the so-called “atmospheric window” band (8-13 m, the “RC band”) to extract 

heat from a collector by radiative heat exchange with cold outer space [13]-[15]. 

The cooling performance of a radiative cooler is positively affected by the clearness of the 

atmosphere and the spectral emissivity in the RC band of the cooling surface. In fact, the 

cooling surface should have the lowest possible spectral absorptivity (that is, emissivity) in 

the bands excluding the RC band to maintain the surface temperature as low as possible. In 

the last years, daytime RC has also been successfully achieved thanks to the development of 

materials science in micro-nano scale that allows to further strengthen the spectral selectivity 

of RC coatings [16] [17]. 

As a matter of fact, the spectral selectivity of the SH coating and RC coating are 

incompatible: the former features extremely low emissivity in the middle and far infrared 

bands, particularly in and the RC band, the latter features low absorptivity in the SH band. As 

a consequence, solar collectors can be used only during the daytime, when most of the 
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radiative coolers normally cannot run. Furthermore, the solar heat collector is more useful in 

spring, autumn, and winter, when the RC collector is of less value than summer. Finally, the 

RC collector shows a cooling power density lower (in the range of 40-80 W m
-2

) than the 

vapor compression refrigeration system; thus, the payback period of SH and RC systems is 

still long due to all these characteristics.  

For such reasons, it is worth to analyse a system set-up by integrated diurnal solar thermal 

and photovoltaic (PVT) and nightly RC functions into one single collector. Such a system 

would extend the operation time of conventional solar installations until night-time while 

eliminating the cost disadvantages of stand-alone RC collectors. Moreover, it would feature 

an increased overall efficiency and seasonal adaptability. 

Some authors have already studied SH-RC system [18]-[22]. They developed a mathematic 

model that considers the spectral radiant distribution of the coating and atmosphere. 

Numerical calculations were performed to investigate the heating and cooling performance of 

the hypothetical spectrally selective SH-RC surface by comparing it with three other typical 

surfaces. They also investigated a trifunctional photovoltaic–photothermic–radiative cooling 

(PVT-RC) collector, and a practical-scale testing system was built to verify the effectiveness 

of the numerical model [23]-[25]. 

In all those studies, the authors investigated numerically and experimentally some key 

performance indicators of the system, such as its diurnal thermal efficiency under different 

ambient temperatures, inlet temperature, and solar irradiance, as well as its nocturnal cooling 

power under different inlet temperatures and sky conditions. Surfaces with different spectral 

selectivity were also tested. However, only a parametric analysis of the PVT-RC and SH-RC 

collectors were made, and no annual energy performance of the whole system was evaluated. 

The originality of the present study is the application of the mathematical model of the PVT-

RC module in a Trnsys project in order to simulate the annual performance of the system to 

face the loads (heating, cooling, domestic hot water (DHW), and electricity) of a residential 

building in a typical Mediterranean climate. The annual performance of the hybrid system 

was evaluated to investigate its electricity, heat, and cooling energy outputs, efficiency, and 

load factor, both in specific and total terms. Such analysis was carried out varying different 

key structural parameters such as cover emissivity, collector plate emissivity, and thermal 

insulation thickness. 

 

Methods 

The building and the loads 

A model of a residential building was realized [26], and simulations performed using Trnsys 

were performed to create a heating and cooling demand. The single family detached house 

has two floors, a total volume of 363.5 m
3
 and the first and second floor cover an area of 77 

m
2
 and 58 m

2
, respectively. The main entrance has an orientation to the north and a portico to 

the south; a wall of the living room is oriented to the west. 

A DHW load profile consumption was generated using a free tool of Trnsys called the 

Domestic Hot Water load profile generator, with a daily DHW demand of approximately 200 

l at 40 °C. Data for electricity demand was taken from [26] in terms of average hourly 

electrical consumption of a household for the main uses (fridges and freezer, lighting, 

dishwasher and washing machine, multimedia tools). The annual total energy demands for 

the house located in Trapani (Italy, 38 °N, with a Csa climate according to Koppen 

classification, i.e., temperate with dry summer climate with a hot summer – the hottest month 

has a mean temperature above 22 °C) for space heating, DHW, cooling, and electricity were 
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approximately 2860 kWh, 2727 kWh, 2008 kWh, and 2120 kWh, respectively, based on test 

reference year data [27]. Figure 1 summarizes the monthly energy demand to show how the 

hourly energy demand changes between the colder and hotter seasons. 

 

Figure 1 – Heating, cooling, DHW, and electricity energy needs for the residential building in Trapani (Italy) 

 

Spectral characteristics of different surfaces 

To compare the energy performance of the plant in different cases, in this paper we 

considered three surfaces for the collector plate with different spectral characteristics in terms 

of absorptivity (i.e., emissivity), and two surfaces for the cover with different spectral 

characteristics in terms of transmittance (Figure 2). Therefore, in this study, six different 

configurations are evaluated in terms of energy performance, given by the combination of the 

three collector plates and the two covers. 

 

Figure 2 – Spectral properties of the black body (spectral radiation power at 2200 K, left y-axis) and of the 

collector plate (PVT, RC, PVT-RC) and transparent cover (Glass, Polyethylene) (emissivity, right y-axis) ([22] 

[25]) 
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Figure 2 reports the spectral emissivity of a typical PVT collector (high spectral absorptivity 

in the SH band, red continuous line), for a typical radiative cooler (high spectral emissivity in 

the RC band, dotted green line), and for a PVT-RC collector that has high spectral 

absorptivity (i.e., spectral emissivity) in the SH and RC bands (hatched yellow line). 

Accordingly, in this study, we considered a spectrally selective PVT-RC surface with an 

average absorptivity of 0.92 (i.e., nearly the same as that of the real SH surface) in the SH 

band, an average emissivity of 0.70 (i.e., nearly the same as that of the real RC surface) in the 

RC band, and an average absorptivity (emissivity) of 0.05 (i.e., nearly the same as that of the 

real SH surface) in other bands.  

Concerning the transparent cover, the glazing one is commonly applied in PVT collectors, 

but it is not properly suitable for RC as it is “opaque” to the mid and log wave infrared 

radiation. On the other hand, the polyethylene film acts as the cover of the RC device for its 

high transmissivity in most bands as it is transparent in the RC band, but it features low 

mechanical resistance to adverse meteorological phenomena [20]. In the present study, both a 

6 μm thick polyethylene film and a 2.8 mm thick glass served as the cover of the different 

collectors considered. The reason is that even if the direct heat exchange between the plate 

and the cold sky is inhibited, the plate can firstly dissipate heat to the glass cover by heat 

radiation and convection, and then the glass cover exchanges heat to the sky by radiative 

cooling. As a matter of fact, the cooling capacity can be considered effective thanks to the 

high long-wave absorptivity and emissivity on both sides of the glass cover. Moreover, the 

cooling capacity of a PVT collector can be considered as an unexpected additional bonus, so 

a lower cooling performance with respect to the modified PE film-based PVT-RC collector is 

acceptable. The transmittance characteristics of both the low-density polyethylene film and 

the glass are reported as absorptivity (i.e., the complement to one of the transmittances 

assuming a very low reflection coefficient of 0.01) in Figure 2. 

The schematic diagram of the PVT-RC collector model is shown in Figure 3 [24]. It has a 

flat-plate structure, with overall dimensions of 2000 mm × 1000 mm × 80 mm. A 1964 mm × 

964 mm × 0.4 mm aluminum plate served as the baseplate, which is fully covered by a 0.3 

mm thick layer of black Tedlar–polyester–Tedlar (TPT). A total of 72 mono-crystalline 

silicon PV cells, with an area of 1.12 m
2
, were laminated onto the black TPT surface. An 

encapsulation layer of transparent TPT was placed above the PV cells and the black TPT. 

Two glue layers of ethylene–vinyl–acetate (EVA) were fixed between the aluminum plate 

and the TPTs. A 40 mm high air gap was set between the cover and the PVT-RC panel. 

Seven copper water tubes, each with an inner diameter of 8 mm and an external diameter of 

10 mm, were welded in parallel at the backside of the aluminum plate. A 40 mm thick layer 

of glass fiber was adopted as the back insulator of the collector. 

The collector was set to a tilt angle suitable to optimize the solar radiation collection during 

the year (27.9° in Trapani, TR) with an unobstructed view of the sky. A simplified schematic 

of the plant is reported in Figure 4, where only the heating energy is reported for simplicity. 

In Table I the main variables are reported. The full description of the mathematical model of 

the collector is described in the full references [18]-[25], and it is not reported here for the 

sake of brevity. 
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Figure 3 – Cross-section view of the collector modelled. The cover can be Glass or Polyethylene, the plate can 

be with PVT, RC, or PVT-RC spectral characteristics 

 

 

Figure 4 – Simplified functional diagram of the solar plant (only heating energy is reported) 

 

Table I – Values of the main variables of Figure 4 

Variable (unit) Value 

Primary circuit specific mass flow rate (mp) (kg h
-1

 m
-2

) 60 

Secondary circuit specific mass flow rate (ms) (kg h
-1

 m
-2

) 20 

Collector area (m
2
) 10 

Distance cover-plate (dp,c) (mm) 40 

Insulation thickness (db) (mm) 40 

Insulation thermal conductivity (kb) (W m
-1

 K
-1

) 0.04 

Reflectance of the cover c) 0.01 

Reflectance of the plate p) 0.10 

Transmittance (c) - Polyethylene 0.90 

Transmittance (c) - Glass mid and far infrared (night) 0.10 

Transmittance (c) - Glass near infrared (day) 0.90 

Reference electrical efficiency of the solar cells (ref) 16.0% 

Temperature coefficient of the solar cells (Br) (K
-1

) 0.0045 

Efficiency of the heat exchanger (e 0.8 

 

Results and Discussion 

Based on the validated mathematic model, the main temperatures of the glass-covered PVT-RC 

module during two typical 24-hours periods were investigated. The water flow rate was set to 

0.017 kg s
-1

 m
-2

 (60 kg h
-1

 m
-2

), and the initial water temperature in the tank was set equal to 

10°C at the starting time. The evaluation is reported in Figure 5 for two different seasons, 17
th
 

January and 17
th

 August, in terms of temperature of the glass cover Tc and the collector plate Tp, 

together with air temperature Ta, collector inlet water temperature Tin, and heat exchanger return 

water temperature Tr (see also Figure 4).  

As shown in Figure 5, the ambient air temperature remains relatively stable at around 20 °C 

during night-time and 25 °C during daytime in July (11 °C and 16 °C respectively, in January), 

while the wind velocity fluctuates significantly with an average value of about 2.8 m s
-1

 in July 

(12.6 m s
-1

 in January). The temperature of both the glass cover and the plate decreases by 

several degrees below the ambient temperature in July as a consequence of the radiative sky 

cooling that determines the temperature change of the PVT-RC module at night. The 

temperature of the glass cover reduces averagely by 3.5 °C as it is the thermal emitter of the 
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PVT-RC module, and it exchanges heat to the sky. The plate decreases its temperature by 

around 2 °C by exchanging heat to the sky indirectly through radiation to the glass cover. If a 

low-density PE film is used as a long-wave transparent cover, the temperature of the plate 

decreases during the night by around 5 °C, and it is averagely lower than the ambient 

temperature by 13 °C, compared to 6 °C obtained with a glass cover. 

The same analysis on a typical PVT module exhibits only a slightly higher Tp with respect to 

PVT-RC, in the order of 4 °C: it is interesting to observe that a typical PVT module, without any 

structural modification, features an additional not negligible cooling potential during the night 

time which can be suitably used. 

 

 
17/7 

 
17/1 

Figure 5 – Temperature of the cover (Tc), plate collector (Tp), outdoor air (Ta), collector inlet (Tin), and return 

from the loads (Tr) for the Glass-PVT-RC configuration 

The monthly electricity, heat, and cooling energy gained by the different solutions were 

determined by accumulating the daily energy gains. In Figure 6, the maximum electricity (EPVT) 

and thermal energy (Qout,heat) were achieved in June and July, respectively, for all cases. This is 

due to the greatest total solar irradiance received in June with a lower average air temperature 

with respect to July, thus allowing a greater electrical efficiency in June and a better thermal 

efficiency in July. The values range from 25.6 kWh m
-2

 for the Glass-PVT-RC to 30.6 kWh m
-2

 

for Polyethylene-PVT for EPVT, and from 55 kWh m
-2

 for Polyethylene-PVT to 111.1 kWh m
-2

 

for Glass-PVT-RC for Qout,heat. 

However, the minimum electricity and heat outputs were observed in January for all solutions 

(14.9 kWh m
-2

 for Polyethylene-PVT for thermal energy and 7.9 kWh m
-2

 for Glass-PVT-RC 

for electricity), during which the total solar irradiance was the poorest.  

For the night-time cooling performance, the monthly cooling energy generally experienced a 

gradual decrement from January to July and then a successive increment during the other 

months of the year. The system generated the highest monthly cooling energy in winter (30.5 

kWh m
-2

 for the Polyethylene-PVT-RC system in December and around 20 kWh m
-2

 for the 

Glass-PVT system in January) and the lowest in summer (22.2 kWh m
-2

 and 13.8 kWh m
-2

 in 

August respectively). Hence, the system can provide considerable cooling energy during 

summer that allows to cover the whole cooling load of the building in a passive and 

environment-friendly manner (only the Glass-PVT solution covers 87.6% of the cooling load). 

Moreover, introducing an energy storage component, such as phase-change material (PCM), 

could be a viable solution both in a long-term period (cooling energy in winter can be reserved 

for use the following summer [28]) and in a short-term period (the PCM could be employed to 

save cooling energy in the night-time and release it for use the following day when cooling 

demands are greater [29]). 
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Figure 6 – Monthly energy production (electricity-EPVT; thermal energy-Qout,heat; cooling energy-Qout,cool), solar 

radiation (G), thermal and electrical efficiency (Eff_Th, Eff_El) for the different solutions (40 mm insulation 

thickness) 

The effects of insulation thickness on the daytime and night-time performance of the Glass-

PVT-RC system were investigated as well. The electrical, thermal, and cooling specific energy 

production, and electrical/thermal efficiencies for a greater insulation thickness (100 mm) are 

depicted in Figure 7 on monthly base. Electrical efficiency decreased with an increase in 

insulation thickness, above all during summer. By contrast, the thermal efficiency improved 

with an increase in insulation thickness, above all in winter. A thicker insulation layer led to a 

lower heat loss and a higher PV module temperature, thus enhancing the solar thermal efficiency 
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while deteriorating the PV efficiency. A further increase in insulation layer thickness would 

have a reduced impact in relative terms. 

The 100 mm insulation layer suppressed the cooling loss of the Glass-PVT-RC system. Then, a 

higher cooling energy gain was determined, above all during summer. The cooling energy 

capacity increased from 2419 kWh to 3201 kWh with an increase in insulation thickness from 

0.04 m to 0.10 m. 

 

 

Figure 7 – Monthly energy production (electricity-EPVT; thermal energy-Qout,heat; cooling energy-Qout,cool), solar 

radiation (G), thermal and electrical efficiency (Eff_Th, Eff_El) for the Glass-PVT-RC solution with 100 mm 

insulation thickness 

 

Table II - Annual results in terms of energy production, efficiencies and load factors 

  

Polyethylene-

PVT-RC 

Glass-

PVT-

RC 

Polyethylene-

PVT 

Glass-

PVT 

Polyethylene-

RC 

Glass-

RC 

Glass-

PVT-

RC
*
 

EPVT kWh 2003 1686 2049 1844 2002 1685 1676 

Qout,heat kWh 5355 9455 3865 5897 5320 9443 10238 

Qout,cool kWh 3200 2419 2219 1760 3144 2392 3201 

G kWh 17827 17827 17827 17827 17827 17827 17827 

e  
11.2% 9.5% 11.5% 10.3% 11.2% 9.5% 9.4% 

t  
30.0% 53.0% 21.7% 33.1% 29.8% 53.0% 57.4% 

Eload kWh 2121 2121 2121 2121 2121 2121 2121 

Qheating+DHW kWh 5586 5586 5586 5586 5586 5586 5586 

Qcooling kWh 2008 2008 2008 2008 2008 2008 2008 
    
     

 
 

94.4% 79.5% 96.6% 87.0% 94.4% 79.5% 79.0% 

         
            

 
 

95.9% 100.0% 69.2% 100.0% 95.2% 100.0% 100.0% 

         
        

 
 

100.0% 100.0% 100.0% 87.6% 100.0% 100.0% 100.0% 

*
With db=100 mm 
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Electrical, thermal, and cooling energy gains of the different systems are reported in Table II in 

terms of annual performance. The last three rows of the table report the load factors, that is, the 

ratio between the useful energy produced by the collector (electric, thermal, and cooling) and the 

respective load of the building. If the solutions are compared on the base of electricity 

production, Polyethylene-PVT collector is the best one (2049 kWh with an annual average 

electrical efficiency of 11.5%). Instead, if the comparison is made on the base of thermal energy, 

Glass-PVT-RC allows the best performance, even with an increased insulation thickness (10238 

kWh, 57.4% thermal efficiency). As a result, Glass-PVT-RC with a thicker insulation layer is 

the best solution in terms of both overall efficiency (electric+thermal) and cooling energy 

capacity (3200 kWh, slightly better than the Polyethylene-RC collector). 

A further comparison was made on the basis of the no-renewable primary energy (PE) 

consumed to satisfy the (eventual) parts of the loads not fully covered by the collectors, and the 

primary energy saving (PES) with respect to a reference solution (a natural gas fired condensing 

boiler, an air-water electric vapour compression chiller, and electricity from the grid). In order to 

conduct such a comparison, reference efficiencies were fixed for electricity (el,sp=51.3%) and 

thermal energy (th,sp=95.2%) of the separate production on the base of the primary energy 

factors as defined by Italian Decree DM 26/06/2015: fP,nren (natural gas) = 1.05;  fP,nren 

(electricity from the grid) = 1.95. An energy efficiency ratio of 3 was set for the cooling energy 

production by the conventional chiller.  

 

 

Figure 8 – Annual PE consumption and PES with respect to the reference solution 

As reported in Figure 8, the best solutions are the Polyethylene-PVT-RC and Polyethylene-RC, 

that is, the ones that allow the best electrical and thermal energy load factors. They both have a 

PES greater than 95% and a PE consumption around 500 kWh. Instead, the collector with 

Polyethylene cover and PVT plate spectral emissivity features the worst performance in terms of 

PE (1950 kWh) and PES (82.8%). Moreover, it is interesting to note that the typical PVT 

module allows a performance quite similar to the best ones, as it features a PE consumption of 

700 kWh and a PES of 93.8%. 

An increase of solar collector’s area indeed would increase the PES and reduce the PE 

consumption, but again Polyethylene-PVT-RC and Polyethylene-RC solutions would be the 

best. Instead, Figure 8 reveals that a decrease of the collector’s area to 5 m
2
 would make the 

Glass-PVT-RC solution the most effective one, even with a thicker insulation layer. 
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Conclusions  

The study here reported numerically investigated different configurations of a hybrid PVT-RC 

system on the base of a mathematical model, which was previously validated against 

experimental data. The annual performance of the systems in a typical Mediterranean climate on 

the base of the test reference year and the electric, heating, DHW and cooling loads of a 

residential building was evaluated. The results of the annual performance investigation suggest 

that the maximum and the minimum heat gain are obtained in July and February, respectively 

(1111 kWh and 486 kWh for the most performing configuration, Glass-PVT-RC). The 

maximum and minimum electricity production are performed in June and February, 

respectively, and they amount to 306 kWh and 87 kWh for the most effective solution 

(Polyethylene-PVT). The peak and lowest cooling gains of the system are expected in May and 

November, reaching 393 kWh and 97 kWh for the Polyethylene-PVT-RC solution, respectively.  

Glass-PVT-RC is the best solution in terms of both overall efficiency (electric+thermal) and 

cooling energy capacity, even better if with a thicker insulation layer: the annual electrical, heat 

and cooling gains of this system are 1676, 10238 and 3200 kWh, correspondingly. Nevertheless, 

the typical Glass-PVT module allows a performance quite similar to the best ones. 

In summary, the proposed Glass-PVT-RC collector can serve as a promising cooling-heating-

power system and can be applied to face buildings’ electricity, heat, and cooling energy needs. It 

can cover a great part of energy load in an environment-friendly manner by coupling the 

collector with the inherent heating, ventilation, and air conditioning system in buildings. A 

typical Glass-PVT collector can serve in this scope as well with an interesting primary energy 

saving. As a further development of this study, a more comprehensive analysis will be 

developed by considering a multisource renewables-based plant, e.g., with multisource heat 

pump, in different climates to evaluate the effect of the latter on the performance of the system. 
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Abstract 

Incorporating thermoacoustic engines (TAEs) into clean cooking stoves offers to reduce rural energy 

poverty while cutting morbidity associated with smoke inhalation. TAEs are used to generate electricity 

from the waste heat of a cooking fire to provide power for lighting and personal devices. This study 

investigated the effect of TAE mean pressure using a numerical model of a twin-core, asymmetrically 

heated TAE. Automation code was developed to allow the numerical model to be optimised using the 

Nelder-Mead algorithm to maximise electrical power output at each mean pressure. The parameters 

available for optimisation were the length and position of two side volumes (stubs). A maximum 

electrical output of 59.63 W was determined at 2.2 bar mean pressure. This is a 90% increase on the 

original numerical model. Simulation-based optimisation, as performed in this study, is identified as 

being universally applicable to the design of TAEs. 

 
Keywords: thermoacoustic, DeltaEC, simulation-based optimisation 

1. Introduction 

The 7th United Nation’s Sustainable Development Goal is to “Ensure access to affordable, 

reliable, sustainable and modern energy for all” [1]. Despite significant advancements in 

energy technologies, progress is rapidly required if this global energy target is to be met by 

2030. Cooking and electricity generation in rural areas are two sectors that require particular 

attention in developing countries. 

In 2016, some 2.8 billion people used polluting open fires or simple, solid-fuel stoves to cook 

[2]. This statistic has a significant overlap with the 13% of the global population who have no 

access to electricity [1]. When solid fuels combust, they emit gaseous and particulate 

pollutants which were attributable to 1.8 million deaths in 2017 [3].  

The SCORE (Stove for Cooking, Refrigeration and Electricity) project (www.score.uk.com) 

is an initiative established in 2007 to incorporate electricity generation into efficient cooking 

stoves. Adding this secondary function to clean cooking stoves has the potential to increase 

their uptake, as the device is more attractive to the entire household. Small scale, domestic 

electricity production enables the powering of lighting and personal electronics. Furthermore, 

the efficient use of resources for multiple purposes has the potential to reduce fossil fuel use 

and decrease greenhouse gas emissions. 

The stove under development uses a travelling-wave thermoacoustic engine (TAE) to convert 

waste heat from solid fuel combustion into electricity. This technology has been identified as 

a potential low cost, low maintenance alternative to more mature electricity generating 

techniques [4]. Both these advantages are due to the fact that these engines have very few 

moving parts. Riley [4] concluded that thermoacoustic electricity generation incorporated 

into a stove is more cost-effective than community-sized solar and wind technologies, but 

more expensive than hydropower. However, hydropower installation is limited by local 

geography. 

Prototypes have been produced by the SCORE program, but to date they fall short of the 

design target of 100 W of electricity generation. Multi-core TAEs are being considered to 

address this shortfall [5]. Despite higher complexity, they have been shown to have a lower 

onset temperature [6] and increased power output [7].  
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2. Background 

2.1 Thermoacoustic Engines 

Thermoacoustic engines take advantage of the repeated adiabatic compression and expansion 

of a gas through which acoustic waves are travelling [8]. A thermodynamic cycle is achieved 

by controlling heat input to the oscillating fluid. This thermodynamic cycle acts to strengthen 

an existing acoustic wave, thereby developing acoustic power. The heat exchange from the 

heat source into the working fluid occurs in the combination of components known as the 

core. The  developed acoustic power can then be converted to an electrical output using a 

transducer such as a linear alternator [9] or bidirectional turbine [10]. However, commercially 

available loud-speakers (operated in reverse) are often used as a substitute to purpose-

designed linear alternators due to their acceptable power conversion efficiency and low cost 

[11]. The transducer is placed in series with the oscillating fluid causing the movement of a 

mechanical component, from which electricity is generated using the motor effect. 

Thermoacoustic engines are broadly categorised by the predominant characteristic of the 

acoustic wave (standing or travelling wave) as it undergoes a thermodynamic cycle in the 

core. Acoustic waves within a TAE consist of varying proportions of standing and travelling 

waves. The standing waves occur as a result of reflection and subsequent interference of 

travelling waves. 

Travelling wave engines are often configured with a looped feedback pipe. In this 

configuration of TAE, heat exchange between the gas and the solid occurs in the regenerator. 

A thermal gradient is established across the regenerator through the use of heat exchangers. 

Gas is able to oscillate in this area while maintaining high thermal contact with the solid 

medium. Figure 1 shows a diagram of a typical travelling wave TAE. The details of the 

thermodynamic cycle in this type of TAE are described by Swift [12]. 

 

Figure 1. A representation of a single core, travelling wave TAE adapted from Abdoulla-Latiwish and 

Jaworski [13] 

Thermoacoustic engines present difficulties to designers due to complicated system-level 

effects. Individual variable effects are poorly understood, and a substantial proportion of 

design variables are confounded. An approach to improving performance, considering 

system-level effects only, without comprehensive understanding of individual parameters is 

applicable given the current state of knowledge. 

 

601



2.2 Selected opportunities for performance increase 

Thermoacoustic theory indicates that increasing the mean pressure in a given thermoacoustic 

system will also increase acoustic power. This is indicated by the dimensionless group [14] : 

  �̇�

𝑝𝑚𝐴𝑎
  

 

(1) 

Where �̇� is the acoustic power, 𝑝𝑚 is mean pressure, 𝐴 the cross sectional-area of the 

regenerator and 𝑎 the speed of sound.  

Pressurisation to the order of 100 Bar is used in some applications [15], however, high 

pressurisation is not an option for a low-cost TAE due to the cost of manufacture. The 

investigation of electrical power output at slightly elevated pressure will determine economic 

feasibility, considering the manufacturing cost penalty. Pressurisation to moderate pressure (5 

bar) is possible using a bicycle pump. 

Chen, et al. [5] found that by increasing the mean pressure of a TAE from atmospheric to 

1.51 bar resulted in a 45% increase in power output. Their simulations showed that an 

increase to 2.1 bar would further increase performance but they were limited by the structural 

integrity of the prototype to experimentally validate this. Riley [11] experimented with 

increasing pressure in a demonstration TAE which found a peak in developed electrical 

output at 2 bar.  

Mean pressure is a confounded variable with many acoustic parameters of a TAE [12]. The 

position and length of two side-volumes (stubs) located on the TAE loop also influence the 

acoustic field and can be adjusted to maximise performance [16]. These parameters can be 

tuned to maximise electrical output for each mean pressure.  

The process of tuning the stub parameters to manipulate the acoustic field has been 

approached in several ways. Abdoulla-Latiwish and Jaworski [13] increased and decreased 

the dimensions of each component individually until a maximum output was found. Yu, et al. 

[17] selected the position for their stub experimentally, acknowledging there was room for 

improvement. They found that introducing a tuning stub to their prototype increased 

electrical output by 10-15% and reduced onset temperature by 40-50°C.  

The tuning process is ideally repeated after each major design revision of a TAE, and 

therefore methods to streamline this process are desirable. Currently this is a time-consuming 

process involving manual manipulation of the design parameters in simulation software. 

Automated control of the simulation software will allow for the use of optimisation 

algorithms, resulting in a faster process and higher confidence in an optimal configuration. 

Automation also allows for fast sampling of a design with changing parameters, allowing for 

detailed insights into parameter interactions. 

2.3 Simulation-based Optimisation 

The field of simulation based optimisation has advanced in recent years to become 

widespread with regards to computational fluid dynamics and  finite element analysis [18].  

Design of Experiments (DOE) is an established tool for maximising the amount of 

information gained from a study while minimizing required data collection [19]. DOE 
specifies that parameters are varied simultaneously, and the response measured allowing 

convenient identification of parameter effects and relationships. A DOE approach is excellent 

for establishing relationships over a small input space but suffers limitations when the scale 

and dimensionality of the input space increase due to the number of sample points required. 
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A local search is an alternative to finding a global optimal solution, at the sacrifice of the 

information and insights gained from a global search (DOE or otherwise). Local search 

algorithms incrementally change parameters in the hope of improving the solution until some 

criteria is met, such as time elapsed or convergence. However, little to no information on 

parameter effects is gained and the solution may converge to a local optimum.  

The Nelder-Mead method [20] is a popular numerical method for simulation-based 

optimisation. Various modifications and hybridisations are used for component design e.g. 

topology optimisation [21]; and system design e.g. nuclear reactor core design [22] and low 

energy building design [23].  This method is well suited to working with expensive-to-

evaluate, ‘black-box’ functions due to the minimal number of function evaluations needed 

and the fact that no gradient information of the objective function is required [24]. The 

Nelder-Mead method is considered heuristic due to the problem of explicitly proving 

convergence of an optimal solution [25].  

3. Methodology 

This paper investigates the relationship between electrical power output and mean operating 

pressure. The results are obtained by simulation. 

3.1 DeltaEC Model 

The behaviour of TAEs is complicated to model analytically due to interacting acoustic and 

thermal physics. It is therefore required to numerically simulate the engine behaviour. 

DeltaEC [26] is a program used by researchers to design and evaluate the performance of 

thermoacoustic devices. The TAE under investigation by this paper is the asymmetrically 

heated, twin-core SCORE stove prototype, pictured in Figure 2a). A model of this TAE has 

been developed and validated in DeltaEC [27], of which the layout is shown in Figure 2b). 

The majority of the dimensions of the system are defined by either previous design processes 

or premanufactured parts and can be found in a thesis by Chen, et al. [5]. The engine receives 

2.5 kW of heat input, with 40% of the heat applied to core 1 and 60% of the heat applied to 

core 2. The current model outputs 31.4 W of electrical power [27].  

 

Figure 2. a) Twin core TAE prototype [28] b) Schematic of the twin core TAE. 

 

Key 

HX (the ambient, secondary ambient, and hot heat 

exchangers); STKSCREEN (regenerator); STKDUCT 

(thermal buffer tube); IESPEAKER (linear alternator); 

BRANCH (tuning stub) and DUCT (used as a waveguide 

between all components – only included in the figure for 

the feedback pipe). 

 

Stubs 

Core 1 

Core 2 

b) a) 
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The boundary conditions for the DeltaEC model are: 

• Pressure magnitude and phase are matched at the start and end of the loop. 

• Volumetric velocity magnitude and phase are matched at the start and end of the loop. 

• The temperature after the thermal buffer tube is ambient. 

• The phase of the electrical impedance of the alternator is forced to 180° i.e., purely 

resistive. 

3.2 Optimisation Constraints 

Design freedom to improve the DeltaEC model was given to five parameters: the position and 

length of two stubs (BRANCH in Figure 2b) as well as the mean pressure. The length of each 

stub is initially considered in terms of the imaginary component of its acoustic impedance, 

𝐼𝑚(𝑍), as this is the quantity defined in DeltaEC. An approximation of equivalent length is 

then determined using the equations detailed by Yu, et al. [29]: 

 1

3
𝜌𝑀𝜔2𝑙2 − 𝐴𝑠𝑡𝑢𝑏𝜔𝐼𝑚(𝑍)𝑙 − 𝜌𝑀𝑎2 = 0 (2) 

Where 𝜌𝑀 is the mean density of the working gas; 𝜔 is the angular frequency of the acoustic 

wave in the engine; 𝐴𝑠𝑡𝑢𝑏 is the cross-sectional area of the tuning stub; 𝑙 is the length of the 

stub; 𝐼𝑚(𝑍) is the imaginary part of the impedance of the stub; and 𝑎 is the speed of sound. 

All these values are available from the DeltaEC model. 

The parameters were bounded as shown in Table 1 where the position (x) is consistent with 

Figure 2b. 

Table 1. Parameters with design freedom and their associated bounds. 

Parameter Lower Bound Upper Bound Reasoning 

Im(Z) Stub 1 −3.5 MPa.s/m3 −0.5 MPa.s/m3 Estimated from experience of 

corresponding stub length Im(Z) Stub 2 −3.5 MPa.s/m3 −0.5 MPa.s/m3 

Stub 1 Position 

(x) 

0.924 m 4.124 m Position of speaker and Core 1 

Stub 2 Position 

(x) 

0.267 m 0.817 m Position of Core 1 and Core 2 

Mean Pressure Atmospheric 5 bar Max pressure achievable with 

bicycle pump 

In this study, TAE performance is defined by the electrical power output from the 

loudspeaker (IESPEAKER in Figure 2b). Electrical power developed by the loudspeaker is 

influenced by the electrical load resistance. Finding the load resistance that maximises 

electrical power output is known as load matching. Load matching is applied in this study 

when comparison between sample points is required.  

3.3 Automated Sampling of DeltaEC 

Automation of DeltaEC is achieved using the set of python modules ‘pywinauto’, that enable 

automation of the Windows graphical user interface. Python was chosen as the language for 

automation due to the availability of a large library of useful modules, and the ease of 

learning for a beginner. In all cases the automation was performed on an Intel i7 processor at 

1.8 GHz. 

Sampling of a DeltaEC model requires a tailored approach due to the obligation of slowly 

incrementing parameters from one sample point to the next, in order to maintain 
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convergence. DeltaEC uses a guess-target shooting routine for each run with the guesses 

updated from the results of the previous run. Incrementing the parameters by small amounts 

ensures the guesses are suitably accurate. This ‘travel’ between sample points is a chokepoint 

in the automation code because inputting new parameters and running DeltaEC is relatively 

slow. Faster sampling of the model was achieved by saving converged models and keeping a 

log. The log is then consulted after choosing a new sampling point, in order to select the 

model with parameters closest to the desired sampling point. The parameters in the log are 

scaled to account for differing units, and the Chebyshev distance between scaled parameters 

is used to define ‘closeness’. The Chebyshev distance is the greatest of the differences along 

each dimension. This metric is also used to calculate the number of increments required for a 

particular travel between sample points. For the case when sample points are known in 

advance, the sample points are ordered by solving the travelling salesman problem with 

Chebyshev distance in order to minimise travel distance and therefore minimise the time 

taken for automation.  

3.4 Pilot Study (Design of Experiments Approach) 

Firstly, the DOE approach to optimisation was attempted by performing an initial full 

factorial experiment. Each parameter was assigned 4 levels as a compromise between 

resolution and data acquisition speed. In the case of this study, with 5 parameters each set at 4 

levels the initial experiment had 1024 sample points. The automated process to gather this 

data took 12 hours and only 30 of the sample points resulted in a converged solution. This 

corresponds to one evaluation of the model per 42 seconds. Data analysis is complicated by 

the non-converged sample points. A value of 0 W output is assigned to non-converged 

treatments, however other missing data representations could be used such as Not-a-Number 

(NaN). If these zero values are included in analysis, then any relationship is highly skewed. 

Whereas if the data is limited to converged treatments only, the sample becomes biased. The 

non-converged results can be included using missing-not-at-random (MNAR) statistical 

techniques [30], but the process is very involved and available conclusions are limited with a 

high level of uncertainty. The portion of the data that is MNAR makes this a worthless task. 

Smaller experiments could be designed using fractional factorial designs but the problem of a 

large proportion of non-converged sample points would remain.  

In conclusion, global sampling using DOE techniques is not feasible for optimisation of 

DeltaEC models due to the large number of sample points required to resolve the small 

region of convergence and the associated high run time. However, this experiment did serve 

to identify the region of interest where the model converges. 

3.5 Main Study (Nelder-Mead Optimisation) 

Secondly, a local optimisation was performed. In this case the mean pressure was varied 

manually before optimisation of the stub parameters was performed. This allows comparison 

of the performance of tuned engines at different mean pressures.  

The Nelder-Mead scheme was chosen over other derivative-free, local optimisation schemes 

due to its ease of implementation using the SciPy module [31]. The particular implementation 

of the method is based on the paper by Gao and Han [32] and adapted to accept parameter 

bounds based on the paper by Luersen, et al. [33]. The implementation of a bounded search is 

critical as the dimensions of some components of the TAE are constrained.  

Non-reliance on gradient information is essential for DeltaEC where a large area of the input 

space will result in a non-converged solution. Optimisation algorithms often estimate the 

gradient in the absence of an analytical gradient via finite difference methods or by 

monitoring elementary operations during the computation process [18]. However, gradient 
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estimation in the region of discontinuities (such as the non-converged region in a DeltaEC 

model) is not meaningful. The Nelder-Mead algorithm has been shown to be insensitive to 

small imprecisions or stochastic effects in the evaluated function [34], however this is 

unlikely to be significant for numerical simulation. 

It was found that the choice of load resistor (load matching) was primarily dependant on 

mean pressure. As each optimisation process occurs at a constant pressure, only the final, 

optimised model is load matched using Brent’s Method (a scalar optimisation algorithm) 

implemented in SciPy. 

4. Discussion and Results 

4.1 Optimisation 

Initially, the TAE models with mean pressures of atmospheric, 2,3,4 and 5 bar were 

optimised. A further four pressures were investigated to determine the peak electrical output 

to a tolerance of ±0.1 bar. All optimisations proceeded for a maximum of 200 samples with 

convergence defined as a change in less than 0.05 W between iterations. This condition was 

reached in 4 out of the 9 optimisations. However, reaching this convergence condition was 

not critical due to the heuristic nature of the search. It was judged that improvement after 200 

iterations would be insignificant. The flat nature of the model near the optimum poses a 

problem for convergence as the sensitivity to convergence tolerance is high. 

Figure 3 shows the typical progression of the optimisation algorithm. It is seen that the rate of 

improvement of the electrical output is slow beyond 100 iterations. Beyond this point only 

small improvements are made despite significant changes in the parameters.  

 

Figure 3. Progression of the Nelder-Mead optimisation algorithm for a mean pressure of 3 bar. Stub 

position is consistent with distance, 𝑥 in Figure 2b. 

Automation with the Nelder-Mead algorithm required a mean of 28 seconds per sample of the 

model. This is less than the DOE approach due to the shorter ‘travel’ required between 

sample points.  

The relationships between optimal stub parameters and mean pressure is shown in Figure 4. 

Note that each of the contour plots are formed by linear interpolation from 9 data points. The 

length of both stubs increases with pressure, whereas the positions of stubs do not show a 

trend with respect to pressure. This lack of trend can be explained by the starting parameter 
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setting for each optimisation. The number of iterations required before significant 

improvement slows is partly determined by the proximity of the starting parameter settings to 

the optimum parameter settings. The large variation in stub parameters after this point was 

not accounted for when completing the optimisation and consequently the effect of initial 

parameter settings obscures any trend.  

The effect of initial conditions could be negated by using the Globalised Restart Nelder Mead 

(GBNM)  algorithm [35]. This enhancement involves repeatedly running the Nelder-Mead 

algorithm from randomly selected starting points. However, this method cannot easily be 

implemented in the case of DeltaEC as the limits of the sample space compatible with 

convergence would need to be known in advance, in order to select feasible starting points. 

 

Figure 4. Contour plots for the optimal stub parameters with varying mean pressure. 

4.2 Power Output 

The relationship between pressure and electrical power output is shown in Figure 5a. Figure 

5a also shows the acoustic power at the loudspeaker. Acoustic power continuously increases 

with mean pressure confirming theory (Equation 1). However, electrical power output 

reaches a maximum of 59.63 W at 2.2 bar. This power output is an increase of 16.14 W 

compared to the tuned engine at 1 atmosphere mean pressure. 

 

Figure 5. a) Acoustic and electrical power developed by the TAE with varying mean pressure. b) 

Efficiencies of the TAE with varying mean pressure 
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A significant (90%) improvement has been made in theoretical power output. However, it 

cannot be explicitly proven that the DeltaEC model has been fully optimised within the 

parameter boundaries due to the nature of the algorithm used. Future work is required to 

experimentally validate these results. The experimental results are likely to produce lower 

powers than DeltaEC due to the absence of effects in the numerical model such as mass 

streaming and thermal radiation [26]. Kisha, et al. [27] reported a decrease in power from the 

numerical model to experiment of 27-32% and Riley [11] reported decreases of 30%. 

Figure 5b shows the efficiency of various power conversions in the engine. Thermal to 

acoustic efficiency increases with pressure whereas acoustic to electrical efficiency has a 

peak in the region of 2 bar. This corresponds to the peak in thermal to electric efficiency of 

2.385% at 2.2 bar. This is similar to numerical simulations of comparable TAEs, achieving 

thermal to electric efficiency of 2.4% [29] and 2.5% [13]. 

The eventual decrease in acoustic to electrical efficiency indicates that the power extracted by 

the loudspeaker is not proportional to the acoustic power at the loudspeaker. The decrease in 

acoustic power extracted can be attributed to at least two factors: 

1. Decreasing volumetric velocity 

The acoustic power removed from the TAE is a function of acoustic parameters either side of 

the loudspeaker. This is described by Equation 3 [36]: 

 
𝑃 =

1

2
|𝑈1|{𝑝1𝑐𝑜𝑠(𝜃𝑎) − 𝑝2𝑐𝑜𝑠(𝜃𝑏)} (3) 

𝑈 is volumetric velocity, 𝑝 is pressure and 𝜃 is phase angle. The subscripts 1 and 2 refer to 

the position adjacent to the loudspeaker on the side of high and low acoustic power, 

respectively. 𝜃𝑎 is the phase angle between 𝑝1 and 𝑈1, 𝜃𝑏 is the phase angle between 𝑝2 and 

𝑈1. Plotting both components of Equation 3 (Figure 6) shows that a decreasing volumetric 

velocity is responsible for decreasing power despite an increasing pressure difference.  

 

Figure 6. Volumetric velocity and pressure drop across loudspeaker. 

The decrease in volumetric velocity is explained using the following one-dimensional, first 

order differential equation derived from decoupling the second order ‘wave equation’ [8]. 

The equation presented omits viscous or thermal relaxation losses. 

 
𝑑𝑈 = − (

𝑖𝜔𝐴

𝛾𝑝𝑚
𝑝) 𝑑𝑥 (4) 
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𝑈 is volumetric velocity, 𝑝 is pressure, 𝜔 is frequency, 𝐴 is cross sectional area, 𝑥 is length 

and 𝛾 is the ratio of specific heats. The subscript 𝑚 refers to mean. Equation 4 shows that the 

change in volumetric velocity over a length, 𝑑𝑥 decreases with increasing mean pressure. 

2. Decreasing operating frequency 

One of the conditions for maximising the efficiency of the loudspeaker is to operate it at the 

frequency corresponding to its mechanical resonance [12]. The resonance of the loudspeaker 

is 77.19 Hz, whereas the operating frequency of the TAE decreases from 75.21 Hz at 1 bar to 

71.52 Hz at 5 bar. Therefore, the contribution of resonance to efficiency decreases with 

increasing pressure. Riley [11] relates operating frequency as a function of feedback pipe 

length and parasitic volume. Feedback pipe length is kept constant and therefore it is postured 

that increasing stub length is partly responsible for the decrease in frequency. The length of 

the feedback pipe may be optimised to raise the frequency closer to 77.19 Hz, however this 

will have competing effects elsewhere. 

4.3 Acoustic Field 

Table 2 details the positions of selected components with major influence on the acoustic 

field. The position (x) is measured from the ambient temperature side of regenerator 2 as 

shown in Figure 2b.  

Table 2. Positions of key components in the TAE. The position (x) is consistent with Figure 2b. 

Key component Label in Figures 7 to 11 Position (x [m]) 

Regenerator 2 a 0.038 

Loudspeaker b 0.267 

Stub 2 c 0.803-0.817 

Regenerator 1 d 0.845 

Stub 1 e 1.100 - 1.696 

Feedback Loop n/a 0.924 - 4.124 

Select acoustic fields of the tuned engine at three representative pressures are presented 

(Figures 7 to 11) for the purpose of providing context to the trends in acoustic and electrical 

power output with changing pressure. The vertical lines correspond to the position or range of 

positions where a component is situated, as described in Table 2. 

The implication of changes in  pressure, volumetric velocity and phase difference on acoustic 

power can be explained using Equation 5, which describes time-averaged acoustic power 

produced in a length, 𝑑𝑥, of channel [12]. This equation describes the acoustic power 

gradient along 𝑥, in terms of pressure, 𝑝; volumetric velocity, 𝑈; phase difference between 𝑝 

and 𝑈, 𝜑; specific viscous resistance, 𝑟𝑣; specific thermal resistance, 𝑟𝑘; and specific gain, 𝑔. 

 𝑑�̇�

𝑑𝑥
= −

𝑟𝑣

2
|𝑈|2 −

1

2𝑟𝑘

|𝑝|2 +
1

2
𝑅𝑒[𝑔𝑝𝑈𝑐𝑜𝑠(𝜑)] (5) 

Acoustic power (Figure 7) increases at higher mean pressures in accordance with Equation 1. 

The regenerators (a,d) augment acoustic power and the loudspeaker (b) diminishes it. The 

stubs (c,e) have little effect on acoustic power. Acoustic power decreases between 

components because of viscous losses and thermal relaxation (terms 1 and 2 of Equation 5). 

This can be seen in the feedback loop (𝑥 = 0.924 to 4.124) as a decreasing gradient. The rate 

of acoustic power loss in the feedback loop is higher at 1 bar (4.57 W/m) than at 5 bar (2.80 

W/m). This indicates that decreasing volumetric velocity magnitude (Figure 9) is the 
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dominant effect over increased pressure magnitude (Figure 8) contributing to power loss 

(Equation 5) in this area of the TAE. 

 

Figure 7. Variation of the acoustic power with position in the TAE for selected mean pressures. 

In Figure 8, pressure amplitude increases with mean pressure as expected. Pressure amplitude 

drops at both regenerators (a,d) as a result of viscous losses. The pressure drop across the 

loudspeaker (b) indicates the acoustic power removed. The stubs (c,e) have little effect on the 

local pressure magnitude.  

 

Figure 8. Variation of pressure amplitude with position in the TAE for selected mean pressures 

The pressure standing-wave ratio (PSWR) shows minor variation with changing mean 

pressure. The median value is 2.655 across all mean pressures with a standard deviation of 

0.0263. This indicates a significant standing wave in the feedback loop resulting in a decrease 

in efficiency. A PSWR of less than 1.8 is considered good for this type of TAE [11].  

 

Figure 9. Variation of volumetric velocity magnitude with position in the TAE for selected mean 

pressures. 
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In Figure 9, volumetric velocity shows a decreasing trend with increased mean pressure. This 

results in efficiency increases within the TAE as viscous losses are reduced. However, it 

contributes to a decreasing electrical power output as described in Section 4.1. The position 

of the loudspeaker (b) is a compromise in maximising pressure amplitude (decreasing 𝑥) and 

maximising velocity amplitude (increasing 𝑥). A sharp increase in velocity occurs in the 

region of the two regenerators (a,d) as the flow accelerates due to the heat addition and 

resulting expansion. Both stubs (c,e) cause a decrease in volumetric velocity. The drop at stub 

2 (c) results in an increase in efficiency as viscous losses in the regenerator are reduced as a 

result of the decreased entry velocity. Stub 1 (e) acts to adjust the position of the velocity 

nodes such that velocity is low entering regenerator 2 (a). 

 

Figure 10. Variation of acoustic impedance magnitude with position in the TAE for selected mean 

pressures. 

In Figure 10, acoustic impedance shows a trend of increasing with increasing mean pressure. 

This is a desirable trait at the regenerators as an increase in impedance within the 

regenerators reduces viscous losses [12]. The stubs (c,e) both increase acoustic impedance as 

a result of decreasing volumetric velocity and negligible pressure change. The magnitude of 

this impedance change increases with a higher mean pressure. The regenerators (a,d) decrease 

impedance due to increased velocity and the loudspeaker (b) decreases acoustic impedance 

due to the decreased pressure. 

 

Figure 11. Variation of the phase difference between pressure and volumetric velocity with position in 

the TAE for selected mean pressures. 

Figure 11 shows the action of both stubs to increase regenerator efficiency. Both stubs act to 

move the phase difference at the succeeding regenerator closer to zero, thereby maximising 

the acoustic power gain (term 3, Equation 5). However, a trend in this action is not 

discernible with changing mean pressure. A higher pressure results in greater phase 

difference at the loudspeaker (b) but decreased phase difference in the feedback loop, 

indicating a better travelling wave condition.  
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Onset temperature difference for both regenerators decreases with increasing pressure. The 

values for regenerator 1 decreased from 120°C to 67°C, whereas the values for regenerator 2 

decreased from 184°C to 121°C. The onset temperature is a measure of acoustic matching 

between components, with a lower temperature indicating better matching [11].  

4.4 Optimisation via Surrogate Modelling 

The local search employed in this paper is limited by 1) the inability to quantify optimality of 

the local solution, 2) the limited information on main and interaction parameter effects, and 

3) the lack of guarantee of a global solution. Surrogate modelling is a type of supervised 

machine learning [37] that aims to create a numerical model to approximate a simulation 

output. This numerical model can then be employed to perform optimisation as well as 

sensitivity and risk analysis. It is identified as an effective approach to working with DeltaEC 

to further understand parameter interactions and optimise if necessary. The process starts 

with an initial, global sample (training sample) based on DOE sampling schemes. In this case 

performing a global DOE is more acceptable due to the greater reward of a surrogate model 

and the significantly reduced number of required sample points – as the initial goal is not to 

resolve the optimum. An iterative approach is then used to approximate the data with a model 

and intelligently identify more sample points in order to improve the model (active learning). 

This approach is identified as being highly efficient (least number of function evaluations, 

most information recovered) however the implementation is a subject for future work. A 

particular nuance of applying this approach to DeltaEC is accepting non-converged sample 

points. This problem can be addressed by the imputation approach detailed by Forrester, et al. 

[37].  

5. Conclusions  

This numerical study shows that increasing the mean pressure in a twin-core, asymmetrically 

heated thermoacoustic engine increases electrical power output. The maximum electrical output 

is 59.63 W achieved at 2.2 bar mean pressure. However, these simulation results need to be 

verified experimentally. Cost analysis is required to determine if the hardware and 

manufacturing costs required for a 2.2 bar mean pressure TAE are acceptable. The peak in 

electrical power output is a result of a decrease in both volumetric velocity and operating 

frequency at increased mean pressure. The development of automation techniques for DeltaEC 

enables the use of algorithmic optimisation allowing for quick determination of optimal 

parameters considering system level parameter interactions. This is especially applicable for 

tuning the acoustic field using side branched volumes (stubs). This type of algorithmic 

optimisation could be applied to any continuous design parameter(s) of a TAE. The automated 

approach developed for this study allows fast data gathering from a DeltaEC model and may be 

adapted for other design studies. Optimisation by surrogate modelling is one such approach 

recommended for future studies. 

Acknowledgements 

The author would like to thank Greg Swift for help using Python to automate DeltaEC.  

References 

[1] United-Nations, "Sustainable Development Goals," 2018. [Online]. Available: 

https://unstats.un.org/sdgs/report/2018/goal-07 

[2] WHO. "Global health observatory data repository." WHO. (accessed 2020). 

[3] K. K. Lee et al., "Adverse health effects associated with household air pollution: a systematic 

review, meta-analysis, and burden estimation study," The Lancet Global Health, Article vol. 

8, no. 11, pp. e1427-e1434, 2020, doi: 10.1016/S2214-109X(20)30343-0. 

612



[4] P. H. Riley, "Affordability for sustainable energy development products," Applied Energy, 

Article vol. 132, pp. 308-316, 2014, doi: 10.1016/j.apenergy.2014.06.050. 

[5] B. M. Chen, P. H. Riley, Y. A. Abakr, K. Pullen, D. B. Hann, and C. M. Johnson, "Design 

and development of a low-cost, electricity-generating cooking Score-Stove™," Proceedings 

of the Institution of Mechanical Engineers, Part A: Journal of Power and Energy, Article vol. 

227, no. 7, pp. 803-813, 2013, doi: 10.1177/0957650913498733. 

[6] T. Biwa, D. Hasegawa, and T. Yazaki, "Low temperature differential thermoacoustic Stirling 

engine," Applied Physics Letters, Article vol. 97, no. 3, 2010, Art no. 034102, doi: 

10.1063/1.3464554. 

[7]  K. De Blok, "Multi-stage traveling wave thermoacoustics in practice," in 19th International 

Congress on Sound and Vibration 2012, ICSV 2012, 2012, vol. 2, pp. 1573-1580.  

[8] N. Rott, "Damped and thermally driven acoustic oscillations in wide and narrow tubes," 

Zeitschrift für angewandte Mathematik und Physik ZAMP, Article vol. 20, no. 2, pp. 230-243, 

1969, doi: 10.1007/BF01595562. 

[9]  A. Bodrov, M. Zhang, R. Shuttleworth, and M. F. Iacchetti, "Sensorless Control of a Linear 

Generator for Energy Harvesting Applications," in 2019 12th International Symposium on 

Linear Drives for Industry Applications, LDIA 2019, 2019, doi: 

10.1109/LDIA.2019.8770976.  

[10] M. A. G. Timmer and T. H. Van Der Meer, "Optimizing bidirectional impulse turbines for 

thermoacoustic engines," Journal of the Acoustical Society of America, Article vol. 147, no. 

4, pp. 2348-2356, 2020, doi: 10.1121/10.0001067. 

[11] P. H. Riley, "Designing a low-cost electricity-generating cooking stove for high-volume 

implementaion," 2014.  

[12] G. W. Swift, Thermoacoustics: A Unifying perspective for some engines and refrigerators 

(Thermoacoustics: A Unifying Perspective for Some Engines and Refrigerators). 2002. 

[13] K. O. A. Abdoulla-Latiwish and A. J. Jaworski, "Two-stage travelling-wave thermoacoustic 

electricity generator for rural areas of developing countries," Applied Acoustics, Article vol. 

151, pp. 87-98, 2019, doi: 10.1016/j.apacoust.2019.03.010. 

[14] J. R. Olson and G. W. Swift, "Similitude in Thermoacoustics," Journal of the Acoustical 

Society of America, Article vol. 95, no. 3, pp. 1405-1412, 1994, doi: 10.1121/1.408581. 

[15] Z. Wu, G. Yu, L. Zhang, W. Dai, and E. Luo, "Development of a 3kW double-acting 

thermoacoustic Stirling electric generator," Applied Energy, Article vol. 136, pp. 866-872, 

2014, doi: 10.1016/j.apenergy.2014.04.105. 

[16] A. Al-Kayiem and Z. Yu, "Using a side-branched volume to tune the acoustic field in a 

looped-tube travelling-wave thermoacoustic engine with a RC load," Energy Convers. 

Manage., Article vol. 150, pp. 814-821, 2017, doi: 10.1016/j.enconman.2017.03.019. 

[17] Z. Yu, A. J. Jaworski, and S. Backhaus, "A low-cost electricity generator for rural areas using 

a travelling-wave looped-tube thermoacoustic engine," Proceedings of the Institution of 

Mechanical Engineers, Part A: Journal of Power and Energy, Article vol. 224, no. 6, pp. 

787-795, 2010, doi: 10.1243/09576509JPE864. 

[18] A. Gosavi, "Simulation-Based Optimization: An Overview," in Simulation-Based 

Optimization: Parametric Optimization Techniques and Reinforcement Learning, A. Gosavi 

Ed. Boston, MA: Springer US, 2015, pp. 29-35. 

[19] J. Antony and J. Antony, Design of Experiments for Engineers and Scientists. Jordan Hill, 

UNITED KINGDOM: Elsevier, 2003. 

[20] J. Nelder and R. Mead, "A Simplex Method for Function Minimization," Comput. J., vol. 7, 

pp. 308-313, 1965. 

[21] H. Ghiasi, D. Pasini, and L. Lessard, "Constrained globalized Nelder-Mead method for 

simultaneous structural and manufacturing optimization of a composite bracket," Journal of 

Composite Materials, Article vol. 42, no. 7, pp. 717-736, 2008, doi: 

10.1177/0021998307088592. 

[22] W. F. Sacco, H. A. Filho, N. Henderson, and C. R. E. de Oliveira, "A Metropolis algorithm 

combined with Nelder-Mead Simplex applied to nuclear reactor core design," Annals of 

Nuclear Energy, Article vol. 35, no. 5, pp. 861-867, 2008, doi: 

10.1016/j.anucene.2007.09.006. 

613



[23] Z. Romani, A. Draoui, and F. Allard, "Metamodeling the heating and cooling energy needs 

and simultaneous building envelope optimization for low energy building design in 

Morocco," Energy and Buildings, Article vol. 102, pp. 139-148, 2015, doi: 

10.1016/j.enbuild.2015.04.014. 

[24] A. Gosavi, "Parametric Optimization: Stochastic Gradients and Adaptive Search," in 

Simulation-Based Optimization: Parametric Optimization Techniques and Reinforcement 

Learning, A. Gosavi Ed. Boston, MA: Springer US, 2015, pp. 71-122. 

[25] J. C. Lagarias, J. A. Reeds, M. H. Wright, and P. E. Wright, "Convergence properties of the 

Nelder-Mead simplex method in low dimensions," SIAM Journal on Optimization, Article 

vol. 9, no. 1, pp. 112-147, 1998, doi: 10.1137/S1052623496303470. 

[26] J. Clark, W. Ward, and G. Swift, "Design environment for low-amplitude thermoacoustic 

energy conversion (DeltaEC)," Journal of the Acoustical Society of America, vol. 122, pp. 

3014-3014, 2007. 

[27] W. Kisha, P. H. Riley, J. McKechinie, and D. Hann, "The Influence of Heat Input Ratio on 

Electrical Power Output of a Dual-Core Travelling-Wave Thermoacoustic Engine," presented 

at the 8th Heat Powered Cycles Conference, University of Bayreuth, Germany, 2018. 

[28] P. H. Riley, "SoFo Executive Meeting," ed, 2012. 

[29] Z. Yu, A. J. Jaworski, and S. Backhaus, "Travelling-wave thermoacoustic electricity 

generator using an ultra-compliant alternator for utilization of low-grade thermal energy," 

Applied Energy, Article vol. 99, pp. 135-145, 2012, doi: 10.1016/j.apenergy.2012.04.046. 

[30] J. L. Schafer and J. W. Graham, "Missing data: Our view of the state of the art," 

Psychological Methods, Article vol. 7, no. 2, pp. 147-177, 2002, doi: 10.1037/1082-

989X.7.2.147. 

[31] K. J. Millman and M. Aivazis, "Python for Scientists and Engineers," Computing in Science 

& Engineering, vol. 13, no. 2, pp. 9-12, 2011, doi: 10.1109/MCSE.2011.36. 

[32] F. Gao and L. Han, "Implementing the Nelder-Mead simplex algorithm with adaptive 

parameters," Computational Optimization and Applications, Article vol. 51, no. 1, pp. 259-

277, 2012, doi: 10.1007/s10589-010-9329-3. 

[33] M. A. Luersen, R. Le Riche, and F. Guyon, "A constrained, globalized, and bounded Nelder-

Mead method for engineering optimization," Structural and Multidisciplinary Optimization, 

Article vol. 27, no. 1-2, pp. 43-54, 2004, doi: 10.1007/s00158-003-0320-9. 

[34] R. R. Barton and J. S. Ivey, "Nelder-Mead Simplex Modifications for Simulation 

Optimization," Management Science, vol. 42, no. 7, pp. 954-973, 1996. 

[35] M. A. Luersen and R. Le Riche, "Globalized Nelder–Mead method for engineering 

optimization," Computers & Structures, vol. 82, no. 23, pp. 2251-2260, 2004/09/01/ 2004. 

[36] Z. Yu, P. Saechan, and A. J. Jaworski, "A method of characterising performance of audio 

loudspeakers for linear alternator applications in low-cost thermoacoustic electricity 

generators," Applied Acoustics, Article vol. 72, no. 5, pp. 260-267, 2011, doi: 

10.1016/j.apacoust.2010.11.011. 

[37] A. I. J. Forrester, A. Sóbester, and A. Keane, Engineering Design via Surrogate Modelling. 

Wiley, 2008. 

 

614



Electro Deionization for treatment of Condensate of Steam Bottoming 

Cycles  

 

M. Mazzetti*
 
and G. Skaugen 

Sintef Energy Research, Kolbjørn Heijes vei 1D, 7034 Trondheim, Norway 

*
Corresponding author: marit.mazzetti@sintef.no  

Abstract  

This paper studies the operational reliability of electro-deionization (EDI) condensate 

treatment systems. The rationale is to investigate whether EDI would be a technology with 

high enough operational reliability to be installed on offshore oil and gas platforms as part of 

a steam bottoming cycle for power production. A survey was made of land-based power 

plants that operate steam cycles where EDI is used for the water purification. A questionnaire 

was sent out to the plants and followed up with telephone interviews. The study found that 

the EDI systems installed in land-based power plants have high operational reliability and 

therefore may be suitable for installation in offshore power plants. 

 

Keywords: Electro Deionization, EDI, Steam Bottoming Cycle, Condensate, Offshore 

 

Introduction/Background 

Oil and gas production is powered by gas turbines which cause high CO2 emissions. Today 

the oil and gas industry account for a quarter of the total emissions in Norway[1]. In order to 

reduce these emissions more combined cycle steam plants can be installed on offshore oil and 

gas production platforms and reduce CO2 emissions by up to 25 %[2][3]. However, high 

weight, operational reliability and operational expense have been detrimental factors to 

widespread implementation [3]. An illustration of a gas turbine with a steam cycle attached is 

shown in Figure 1. 

Figure 1: Illustration of gas turbine with steam bottoming cycle attached. 

615



In the steam cycle heat is recovered from the exhaust of the gas turbine in the Heat Recovery 

Steam Generator (HRSG).  The steam produces extra power in a steam turbine/generator set 

before it is condensed by heat exchange with seawater. It then goes through a water treatment 

step purifying the condensate before it is pumped back into the HRSG. Over the last few 

years several research projects, COMPACTS[4] and COMPACTS2[5] have been conducted 

to determine ways to design lower weight steam bottoming cycles so that they can be 

implemented on more platforms offshore. Significant weight reduction of over 50% has been 

achieved for the bottoming cycle[6]. In addition to weight reduction, a key enabler for more 

widespread installation of steam cycles offshore is lower operational expense and better 

operational reliability of the steam cycles. Here the condensate purification process is an 

important factor. Offshore bottoming cycle systems have strict demands for make-up water 

purification. As fresh water is a limited resource offshore, makeup water must be produced 

from sea water through desalination and further purification e.g. through ion exchange mixed 

bed demineralization [7]. 

Traditional purification processes on land-based steam cycles involve pre-treatment followed 

by beds of ion exchange resin for metals and minerals polishing. Frequent regeneration of the 

ion exchange resin and testing of the water quality is needed to ensure that the ion exchange 

resin beds are not exhausted. It is labour intensive to manually monitor and maintain such a 

system. Therefore, it is of interest to investigate alternative water purification technologies 

with lower operational involvement and maintenance requirements such as electro-

deionization (EDI). In addition, ion exchange technology is quite heavy while EDI plants are 

very compact[8]. By replacing ion exchange with EDI a weight reduction can therefore be 

achieved. The disadvantage of EDI is a 5 % increase in water consumption as water 

concentrated in impurities is continuously rejected during the EDI purification process.  

 

EDI is a continuous process of removing ionized and ionizable species from feedwater using 

DC power. EDI originated in the late 1950s at Argonne National Labs[9]. The first EDI 

devices were made by commercial companies in the late 1980s. The main applications for the 

main producers such as E-Cell, SnowPure and IonPure are in plants requiring ultra-high 

purity water such as electronics, pharmaceuticals and power production. 

 

In an EDI cell, an ion exchange resin is packed between a cationic and an anionic membrane 

creating a deionization chamber. Charged ions are pulled off the resin and drawn to the 

respective oppositely charged electrodes. The strong ions are removed from the water into the 

concentration chambers[10]. The plants need minimum maintenance[9].  

One major advantage is that EDI utilizes chemical free regeneration. Therefore regeneration 

downtime is eliminated and storage and handling of acid and lye are avoided[8] reducing 

operational costs.  

Today there are three steam cycles installed on offshore platforms on the Norwegian 

Continental Shelf (NCS). They all have traditional ion exchange resin beds for purification of 

the condensate. Switching from ion exchange to EDI would simplify the operation of the 

offshore steam cycles and eliminate handling of chemicals as well as increase compactness 

and reduce weight. However, since there is no experience with using EDI technology for 

offshore steam cycles, its operational reliability must therefore be determined.  
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In this study the operational reliability and life-time expectancy of EDI systems already 

installed on land-based power plants were therefore characterized in order to investigate 

whether the technology is sufficiently operationally reliable for offshore applications.  

 

Method 

A survey was made of existing power plants having EDI systems installed to obtain 

information about their operational reliability. A questionnaire was sent to operators of EDI 

equipment in industrial and power plants and followed up with telephone interviews. Contact 

was also made with the main vendors of EDI systems in the Nordic countries and Europe to 

determine what the operational experience and operational reliability is for the onshore 

systems. 

The questionnaire contained the following questions: 

1. What is application for the EDI system? 

2. What is the input water? 

3. What is yield (flow rate) in m
3
/h? 

4. What is the conductivity? 

5. How long has the EDI system been in operation? 

6. Who was the manufacturer of the EDI cells? 

7. What is the maintenance requirements for the cells? 

8. Have the cells failed during the operation, if so when and how many times? 

9. Have there been many leaks? 

10. Is there any downtime of the system? 

11. Temperature of water? 

 

 

Results and Discussion  

Operational reliability of EDI systems  

In Norway there are three larger size land-based power plants which have steam cycles 

installed for power production from excess heat. They all use EDI for the purification of the 

condensate for the steam cycle.  A short summary of facts obtained from interviews with 

operators or vendors at each site follows. 

 

Power Plant A: The water steam cycle consisted of a three- pressure HRSG boiler, deaerator, 

steam turbines, condenser, condensate and feedwater pumps and was in operation from 2007-

2014.  

 

The EDIs installed there required no maintenance attention nor modifications. They seemed 

to be running very stable over the 7 years they were in operation. A half-yearly check of the 

electrical connections and a measurement of the electric current over each cell was a part of 

the maintenance programme.  

 

In case of a long-term preservation, it is crucial that the EDIs are stored as is, in fully wet 

condition. During the first long-term preservation, due to a poor power market, one of the 
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EDIs was partly drained. The mentioned EDI did therefore not work properly after this 

incident, and it was exchanged with the spare EDI already installed in the skid.  

 

Power Plant B: This is a waste incineration-based power plant. It produces 95 GW annually 

of electricity as well as delivers heat to the district heating network. It has been operating 

since 2010. 

This power plant has an EDI system. Here one cell has been exchanged once during ten years 

of operation. The reason for failure was incoming water quality. 

 

Power Plant C: A steam turbine produces power from the waste heat from the off-gases from 

metals production. The turbine was installed in 2012 and has an annual production of 340 

GWh of power. The system consists of a coarse filter, a carbon filter a fine filter, an RO and 

then the EDI. The flow rate of the filter is 18 m
3
/h divided on 2 cells, so the EDI cells are 

operating in parallel.  It has been relatively operationally reliable. Both EDI cells have 

recently been exchanged after 7 years of operation.  

EDI has been used as treatment technology for the condensate of steam cycles at several 

Norwegian, Swedish and Danish land-based power plants in the period 1998-2021. A summary 

of the plants reviewed in this study and their years of operation is shown in Table 1. The number 

of EDI failures are taken as a measure of operational reliability and are shown for each plant 

over the period running.  

Table 1:  Operational reliability of EDI systems installed in Nordic power and incineration 

plants with steam cycles. 

Plant Yield (m
3
/hr) Years in 

Operation 

# EDI failures Comment 

Incineration 3.8 5 0 1 leak 

Power plant 11 7 1  

Power plant  10 1  

Power plant 15 10 3 Failure due to 

contamination 

of incoming 

water 

Power plant  23 0  

Power plant  19 0  

Power plant 18 9 2 Both cells 

exchanged after 

7 years 

 

Based on interviews with the operators and the results shown in Table 1, it is estimated that 

EDI cells will run 5-7 years or longer before they fail and have to be exchanged. There was 

one exception found to this conclusion; in one case there was three failures of the EDI. In this 

particular case there was water from a rusty tank with particles flowing into the EDI that 

destroyed it.  

The feedback from operators indicated that the contamination build-up and loss in 

performance of the cell is slow.  The faults that occur to EDI systems are a slow rise in 

conductivity, slow rise in pressure drop or reduction in flow as well as minor leakages. 
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Therefore the switch out of the cell can be part of scheduled maintenance. It is also common 

to have a backup cell on-site so that the cell can easily be switched out without any need for 

unplanned downtime in plant operations.  

Leaks 

As can be seen from the results, leaks have not been a significant problem among those 

surveyed. Most operators have not experienced any leaks. A few of the outfits have had one 

leak.  

Water Quality 

The results of the surveys clearly show that the incoming water quality is crucial to the life 

time of the units. The EDI system requires a consistent feed of pure incoming water that has 

been treated by RO or being of equivalent quality. The other factor is storage of units in the 

event of a shut down, they have to be stored in water. If they drain, they stop working 

properly afterwards.  

Maintenance 

The feedback from the questionnaires was that the EDI installed in the plants required little 

maintenance attention nor modifications during their years of operation. The regular monitoring 

consists of regular checks of the voltage in relation to electric current and checks of the 

online-conductivity. A half-yearly check of the electrical connections and a measurement of the 

electric current over each cell was reported as part of the maintenance programme.  

Range of Operational Temperature 

The systems surveyed were operating over a range of water temperatures from 7-35°C. The 

max water temperature that the EDI can operate with is 40°C. One of the reference cases 

operated at 35°C showing that it works well to run at higher temperatures. The condensate 

temperature is important in the steam cycle since it affects what condenser pressure is 

possible and also if a supercooler is needed in the system.  

 

Summary/Conclusions 

  

In this study interviews have been made with several facilities that run EDI water purification 

systems in power plants as well as experienced vendors who have installed hundreds of EDI 

systems. Based on the interviews the following conclusions can be made: 

 EDI technology requires very little follow up and no regular maintenance 

 EDI cells require a consistent feed of pure incoming water that has been treated by 

RO or being of equivalent quality. The incoming water quality is crucial to the 

lifetime of the unit. If water quality is reduced it can cause build-up of impurities in 

the EDI and clogging and gradual loss of performance to where the cell must be 

exchanged. 

 The average expected life-time of an EDI cell is 5- 7 years.  
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 The switching out of cells can be planned as part of scheduled maintenance as there is 

a gradual loss in performance and not acute failure. The EDI therefore does not cause 

unplanned production stops. 

 Leaks are not a significant problem. The operators interviewed in this study reported 

little or no leaks. If there were any leaks they were at the beginning of the operating 

period. Most outfits did not have problems with leaks. 

 

This study shows that EDI is an operationally reliable technology in steam cycle power plants 

where there is rare that failure occurs which results in shut down of water production. The 

typical lifetime of an EDI system is 5-7 years. The faults that occur are slow rise in 

conductivity, slow rise in pressure drop or reduction in flow as well as minor leakages. These 

systems should therefore be suited for offshore applications. Online monitoring of 

conductivity and pressure drop can be used to predict when the cell must be replaced. 
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Abstract  

Currently, one of the renewable energy sources capable of combating global climate change 

is solar energy. Among all renewable energy sources, concentrated solar power is the only 

one with which we can store energy in order to be able to match the production of electricity 

with the current demand. For all these reasons, any change applicable to this type of plant is 

considered very interesting in order to increase its electricity production and thus put an end 

to the discussion that questions the maturity of this type of technology. 

The most developed CSP plants at the moment are central tower and parabolic trough plants. 

This type of plant is designed for an optimal LCOE (Levelized Cost of Electricity) value with 

the intention of achieving a balance between the investment of the plant and the production 

expected to be obtained from it. For this reason, in central tower plants, there are days 

(mainly in summer) when the hot molten salt tank is saturated and therefore, it is not possible 

to make use of all the solar irradiation that could be projected by the heliostats that constitute 

the solar field. 

This problem does not exist in parabolic trough plants that use thermal oil as heat transfer 

fluid, but it does in solar tower plants because the heat transfer fluid is molten salts, a mixture 

of sodium nitrate 60% - potassium nitrate 40% whose freezing temperature is 243 ºC due to 

impurities. For the safety of the plant, it is avoided to introduce water below 260 ºC into the 

economizer. 

This article will study how to solve this problem in order to be able to generate more MW of 

electricity throughout the year at the sacrifice of the plant's performance at certain times. To 

do this, a new way of operating the plant in off-design modes will be analysed in order to 

make use of the extra solar energy that currently no central tower plant is capable of 

harnessing. 

All data used throughout this study are based on the world's first commercial central tower 

plant, Gemasolar. In order to study the potential of this new way of operating the plant, the 

Thermoflex software has been used. More specifically, to analyse the effect of lowering the 

salts outlet temperature of the Steam Generation System (SGS) on the overall performance of 

the plant. 

In order to carry out this new way of operating the plant, the inlet temperature of the 

feedwater to the economizer will be lowered below 260 ºC ( currently, this inlet temperature 

is always set above 260 ºC so that the salts cannot drop below this temperature and thus avoid 

possible freezing problems). All the calculations made during this study are easily 

extrapolated to the rest of the central tower plants in the world. 
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Once the optimal way to use this extra energy had been studied and the value of this extra 

annual energy quantified, an economic analysis was carried out. No constraints based on grid 

limitations for electricity export or possible tariff impacts have been considered for the 

analysis. The conclusion is that the potential annual extra electricity production for 

Gemasolar could be 1,657.6 MWhe/year, which represents almost 1.6% of extra electricity 

production potential for a power plant that annually generates about 100 GWhe/year. A 

simple payback period of 5.4 years is obtained when applying the proposed strategy based on 

a 50€/MWhe electricity price. 

Keywords: Solar Tower Power, molten salts, extra solar energy, vapor power cycle off-

design operation 

Introduction/Background 

Nowadays, climate change is the most concerning environmental problem and its main cause 

is considered to be greenhouse gas emissions [1]. Global society is concerned about the 

negative effects of CO2 emissions, derived mainly from the disproportionate use of fossil 

fuels in developed countries. To reduce such emissions to a zero emitting society, it is 

necessary to urgently renovate the world's energy system by substituting fossil fuel based 

resources with renewable sources, such as eolic, hydraulic and solar, among others [2, 3]. 

One of the main sources of renewable energy that has been benefited by the worldwide 

purpose to reduce CO2 emissions is solar energy [4]. Two main technologies have been 

developed for the production of electricity from solar radiation: Photovoltaic and Solar 

Thermal Concentrated Solar Power (CSP). Logically, this technology should be developed in 

locations with high availability of direct solar radiation, such as North Africa, the Middle 

East, Southern Europe, China, Southern USA and Australia, among others [5]. In contrast 

with photovoltaic, CSP power plants can be equipped with molten salts energy storage tanks 

and can shift electricity production to the desired hours of the day [6]. 

Within this type of technology there is the parabolic trough, a mature and proven technology, 

but there is also the central tower technology, which is the one that will be studied in this 

article. Among others, these are some of the advantages of the solar tower power technology 

when compared to other CSP technologies: 

1. This technology enables the cycle to operate with a higher maximum superheated 

steam temperature (up to 560 ºC) in comparison with other CSP technologies, 

resulting in a higher efficiency of the vapor power cycle. 

2. If storage exists, solar energy capture is independent from electricity production. The 

most common way to store thermal energy is by means of molten salts tanks [7], 

which are a mixture of sodium nitrate (60%) and potassium nitrate (40%), with a 

theoretical freezing point of 223 ºC. [8]. In practice, due to the impurities in the salt 

mixture, crystallization occurs at higher temperatures and the freezing temperature 

considered when solar tower power plants are designed is usually between 240-245 

ºC. In this paper, the practical freezing point temperature of the salts will be 

considered to be 242 ºC. 

3. The scalability of the power of the plant (plants up to 200 MWe) [9, 10]. 
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During the design of a solar tower power plant, it is very important to pay special attention to 

the sizing of the solar field (or heliostat field), since it is the part of the plant that requires the 

greatest investment, and in order to obtain the optimum value of the Levelized Cost of 

Electricity [11-13]. One of the main parameters for designing solar field sizing is the 

available Direct Normal Irradiance (DNI). The Direct Normal Irradiance is the part of solar 

radiation that reaches the earth’s surface with a well defined path and could be redirected 

against a specific area of the solar receiver [14, 15]. It is also essential to know the detailed 

distribution of the daily DNI in [Wh/m2] in order to find out the exact amount of radiation 

that can be exploited by the plant every moment of the day. A summer day with clouds and 

clear spells, and multiple sudden variations in the DNI, can have the same total daily 

available solar energy as a clear winter day with a lower but more stable DNI; yet the 

production of electricity will be higher on the clear winter day [16, 17]. 

In solar tower power plants, the TES system is usually composed of two molten salts tanks: 

The cold tank (290ºC - 300ºC) and the hot tank (560ºC) [18]. During the hours of solar 

radiation, a greater mass flow rate of salts than demanded by the steam power cycle is 

pumped to the tower (see Figure 2). In this way, depending on the sizing of the plant, some of 

the thermal energy is converted into electricity in the power block, while the rest of the 

thermal energy is stored in the tank of hot salts. 

It is important to mention that, during the year, there are a considerable number of days when 

the daily DNI is higher than the one considered as the design parameter. This occurs because, 

as mentioned before, the heliostat field is sized for the optimum value of the Levelized Cost 

of Electricity on a yearly basis and, consequently, although the solar field has the optimum 

size for the specific location, it is oversized for some completely sunny summer days.  During 

these sunny summer days, several heliostats are usually defocused to avoid overheating the 

receiver and its structural failure. On these days, even operating the power block at full 

capacity, the hot tank is usually completely filled when there are still sunny hours available 

(see an example of TES storage saturation in Figure 1). As a result, during these days, the 

excess radiation will be wasted. 

As far as we know, there is no literature related to how this extra solar energy in an 

installation with a molten salt receiver could be exploited by modifying the plant operating 

conditions in this situation. The objectives of this research are to study the off-design 

operating conditions required for a solar tower power plant to exploit this extra solar energy 

and propose a general methodology to estimate the extra yearly electricity production 

potential regarding the said unexploited solar energy. 

The methodology proposed in this work is applied in a practical manner to the central tower 

plant Gemasolar, located in the province of Sevilla (Spain), using available published data. 

The articles referring to this plant [19, 20] show different graphs where the DNI of different 

days, together with the power generated and the charge and discharge of the tanks of molten 

salts, can be seen (Figure 1 shows the performance on a completely sunny summer day). In 

Figure 1, the effect of the saturation of the TES can be perfectly appreciated; as a result of the 

excessive available DNI, the plant is not capable to exploit it completely. The ‘STORAGED 
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ENERGY’ line grows until the moment the hot tank is full and saturation occurs; then, the 

line becomes horizontal. From that moment, the mass flow rate of the salts from the receiver 

to the hot tank is equal to the mass flow rate that is pumped to the power block (see Figure 2). 

In this manner, even if there is available DNI, the ‘SOLAR FIELD POWER’ line drops 

drastically, just to cover the power block heat input requirements [20]. 

The goal of this article, in order to be able to exploit the solar radiation that cannot be 

currently absorbed by the plant due to the saturation of the storage capacity, is to propose and 

evaluate a modification in the existing Gemasolar plant. The concept would include a new 

shell and tube molten salts - feedwater heat exchanger located upstream (water side) of the 

currently existing economizer, which would reduce the temperature of the cold salts below 

the design temperature (see ‘supercooler’ in Figure 4). Although thermodynamically feasible, 

the technical solution to properly conduct this heat exchange must be studied in detail to 

avoid the risk of freezing within the proposed heat exchanger. This heat exchanger would 

permit the power block electrical power output to increase by closing some of the steam 

turbine bleeds, thus increasing the power block heat absorption by cooling the molten salts 

below the design operation temperature. This also increases the TES capacity of the plant, 

since the temperature difference between the hot and cold tanks is now greater. This new 

solution, although it reduces the cycle thermal efficiency under these off-design steam power 

cycle operation conditions, will increase the electricity production. In order to be able to 

operate in this way, the turbine extractions for the feedwater preheaters should be partially or 

completely closed, using a by-pass in the preheaters, as can be seen in Figure 3. As 

previously pointed out, this operating mode implies a decrease in the thermodynamic 

efficiency of the power cycle, but the solar energy that is lost by saturation of the TES would 

now be used to produce electricity, thus increasing the global electricity production. 

 

Figure 1- Actual daily evolution of the main operation parameters of the Gemasolar solar tower power plant during 

a completely sunny summer day (11th July 2012). Data presented in detail by SENER in SOLAR PACES conference in 

2012 [19] 
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The extra electricity potential estimation methodology can be extrapolated to any existing or 

new solar tower power plant with a considerable variation of the DNI, radiation daily hours 

and radiation angle through the year. 

Gemasolar was the first commercial plant in the world to use a central tower molten salts 

receiver and a TES (Thermal Energy Storage) system. Figure 2 represents the design plant 

operation principle. Likewise, as mentioned above, the economizer is fed with feedwater at 

260ºC. This temperature is higher than the practical freezing temperature of the molten salts 

(242ºC) to avoid the risk of freezing within the economizer and therefore having to stop the 

plant. 

 

Figure 2- Schematic of the actual Gemasolar solar tower power plant  

Gemasolar power plant is sized for a specific design DNI profile so that the power block may 

operate in nominal conditions for 24 hours per day thanks to the TES system. The design 

DNI of the plant can be estimated based on the steam power cycle’s main performance 

parameters and the design daily operating hours of the power plant. 

First of all, we find out the thermal power in MW that the steam power cycle needs to be able 

to generate the design gross electrical power. This value will be the quotient between the 

design gross electrical power and the design gross electric efficiency of the vapor power 

cycle (see Eq. (1)). Then, the design heat input to the vapor power cycle (Qth_design) in MWh 

to generate the design gross electrical power uninterruptedly over the 24 hours must be 

calculated as in Eq. (2).  

   [MW]       (1) 

where  is the design gross thermal power input to the vapor power cycle,  

is the design gross electrical power and ƞ is the gross design electric efficiency. 
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Qth_design =  · 24   [MWh]      (2) 

Qth_design can be represented as a function of the total area of the mirrors of the heliostat 

field, the daily DNI solar energy and a certain factor, F. This F factor represents the daily 

averaged capacity of the plant for transferring the DNI available in the solar field mirrors area 

to the salts and is calculated as the quotient between the daily thermal MWh transmitted to 

the salts and the daily DNI solar energy available in the mirrors. Then, the value of the daily 

design DNI (  in [MWh/m2] of Gemasolar is obtained from Eq. (3). Note 

that  is calculated on an hourly basis in Eq. (3). 

Qth_design = Amirror · F ·    [MWh]    (3) 

Amirror refers to the total area of mirrors [m2], F  is the factor that represents the percentage 

of DNI solar radiation energy in the mirrors that ends up in the salts during the plant 

operation for clear days [-] and  is the plant DNI for the design day in 

[MWh/m2]. 

Having calculated the design DNI and converted it to [Wh/m2], it is possible to calculate the 

available extra DNI solar energy quantity not exploited by the plant under the design 

operating conditions for each day of the year. Based on the annual hourly DNI solar radiation 

at the plant location, the available daily DNI solar energy can be obtained for each of the 365 

days of the year using Eq. (4):  

   [Wh/m2]     (4) 

where DNIday refers to the daily available DNI.  

Then, the total DNI solar energy available in the mirrors (Qmirror) can be calculated for each 

day of the considered year using Eq. (5), note that Eq. (5) requires the DNIday in [MWh/m2]. 

Then, using Eq. (6), it is possible to obtain the daily averaged available DNI solar radiation 

power ( ).  

Qmirror = Amirror ·     [MWh]     (5) 

 =    [MW]    (6) 

The daily averaged heat power the plant is capable of transmitting to the salts ( ) can 

then be calculated by Eq. (7) for each day of the year. The daily averaged F factor can be 

very variable due to sunny days with cloudy spells, and its calculation for those types of days 

is a very complex task. However, for completely sunny days with the plant operating without 

incidences, the daily averaged F factor is very stable throughout the year. The latter is 

fundamental to this research, since only completely sunny summer days have the potential to 

produce extra electricity and, thus, the F factor can be considered similar for all those days. 
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Even if this factor is very sensitive, mainly to sudden DNI variations due to clouds, based on 

the analysis of the real operation data of the Gemasolar power plant, it has been checked that 

the F factor for completely sunny days is very stable. An average value of 0.416 has been 

obtained from the analysis of a set of randomly chosen, completely sunny days where the 

plant has been operated without incidence. However, for some completely sunny days’ 

operation, the F factor has been close to 0.45. 

 = F ·      [MW]     (7) 

Now that the daily averaged thermal power in salts ( ) has been estimated for all the days 

of the year, it is possible to foresee how many days of the year have the potential to produce 

more electricity than the design day. Since it is averaged daily and the plant is sized to 

operate 24h/day,  already represents the potential thermal power input to the power 

cycle and, thus, the days with potential to produce more electricity than the design day can be 

identified by simply searching for days with . 

It is not straightforward to convert the available daily averaged   into gross electric 

power by using Eq. (1) since, on the days where  the power block must be 

operated under off-design conditions and thus, depending on the available  the off-

design power cycle gross electric efficiency ( ) will be different. However, once 

these  values are available, the daily gross electricity production for all the days of 

the year where  can be obtained through Eq. (8). 

       [ ]   (8) 

If we want to calculate the extra electricity production of these completely sunny summer 

days, we need the design daily electricity production of the Gemasolar power plant 

( ). This can be obtained by multiplying the design gross electric power of the 

plant by 24 hours, as done in Eq. (9).  

  [ ]    (9) 

Finally, using Eq. (10), the daily extra electricity production of the days where 

 can be calculated with respect to the design day.   

    [ ]    (10) 

Moreover, for the complete year:   

     [ ]    (11) 
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where  is the total extra electricity potential production for the whole year. 

To understand the implications in the plant operation and estimate the off-design gross 

electric efficiencies for the days where  it is necessary to define the best 

off-design operating strategies for the Gemasolar power cycle. No literature has been found 

about the best off-design operating strategies to take advantage of the available extra solar 

energy on completely sunny days for solar tower power plants. Thus, based on the current 

plant operation analysis, based on published data and our expertise on steam power cycle 

design, construction and operation, three main strategies have been considered: 

Strategy A: increase the salts mass flow rate through the steam generation system of the 

power cycle to produce a higher steam mass flow rate without closing any of the steam 

turbine bleeds. Under this type of operation, the salts leave the steam generation system at a 

higher temperature than the design temperature. The latter slightly increases the power cycle 

off-design thermal efficiency due to a higher average hot temperature of the heat power 

supplied to the power cycle, but also increases the cold tank temperature. Increasing the cold 

tank temperature decreases the thermal storage capacity of the TES system. Considering the 

TES capacity of the Gemasolar power plant, this strategy can be used for completely sunny 

days where  . In other words, if the daily available DNI is up to 

6.4% higher than the design DNI, this strategy permits the Gemasolar power plant to operate 

24 hours a day up to 106.4% of the design heat input to the cycle without saturating the TES 

system.   

Strategy B: this strategy is similar to strategy A, but now the steam turbine bleeds should be 

partially closed, starting from the highest pressure bleed towards the lowest pressure bleed in 

order to maintain the outlet salts temperature from the steam generation system at its design 

temperature, Tscold = 292.3 ºC (see Figure 2). This strategy slightly reduces the power cycle 

off-design efficiency, but is limited by two aspects; on the one hand, for days where  is 

considerably higher than the  it requires the salts mass flow rates, which could be 

impossible to pump using the existing pumping systems, and would generate an excessive 

pressure loss in some equipment. For the Gemasolar power plant, the design salts mass flow 

rate is 116.0 kg/s and the actual maximum salts mass flow rate is calculated to be around 

125.8 kg/s. The second aspect limiting this strategy is the TES saturation; as stated above for 

strategy A, considering the TES capacity of the Gemasolar power plant, strategy B can be 

used for completely sunny days where  . If  is 8.4% higher 

than  capturing all the available DNI will not be possible due to the saturation of the 

TES system. 

Strategy C: for completely sunny summer days where  is considerably higher than 

 there is a third strategy that will allow the capture of all the available DNI by 

closing the steam turbine bleeds until the cold salts exit temperature from the steam generator 

is cold enough to allow the total capture of all the available DNI. This strategy would 
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produce moderate decreases in the thermal efficiency of the power cycle due to a lower 

average hot temperature for the heat input to the cycle. This strategy is thermodynamically 

limited by the salts freezing temperature (around 242 ºC), but in practice, to prevent local 

freezing risks on the economizer’s possible cold surfaces, the introduction of feedwater 

below the salts freezing temperature is avoided. Thus, for Gemasolar, when 

, the only strategy for permitting further capture and use of the 

available extra DNI is a combined operation of strategy A or B with C. Thanks to strategy C, 

the cold tank temperature will be lower than the design temperature while maintaining the hot 

tank at 560ºC and this will permit the TES system capacity to be increased in parallel with a 

higher electricity power production in the power cycle.   

The most efficient solution that would permit the total exploitation of all the available DNI 

over the whole year is obtained when strategies A and C are properly combined. Strategy A 

should be used alone for all the days when . In fact, 

the Gemasolar power plant is currently using this strategy on completely sunny summer days, 

as those presented in Figure 1. There, it can be seen that the gross electric production is 20 

MWe instead of the design 18.7 MWe. At this point, the mass flow rate of the salts is already 

in its current possible maximum of 125.8 kg/s. Thus, for days where 

 the maximum possible mass flow rate of salts will be maintained 

and the steam turbine bleeds should be properly closed thanks to the by-passes made to the 

preheaters, as seen in Figure 4. 

The off-design operation electric efficiencies of the power cycle of Gemasolar have been 

carried out using the Thermoflex software and based on the Thermoflex model used to design 

the Gemasolar steam power cycle. Thermoflex is a computer simulator for designing power 

cycles that can also simulate the designed cycles under different off-design conditions [21]. 
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Figure 3- Off-design gross electric efficiency curve used to calculate Eq. (8).  
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Discussion and Results 

In practice, to apply strategies B and C, two main modifications should be performed to the 

power cycle. First of all, to permit the closure of the different steam turbine bleeds, the 

existing preheaters of the Gemasolar power cycle should be given the possibility of a bypass. 

For example, to completely close the highest pressure bleed, it would be sufficient to bypass 

the feedwater, as in Figure 4. The second variation would be the inclusion, prior to the actual 

economizer, of a feedwater-molten salts heat exchanger (namely the ‘supercooler’ in Figure 

4) to permit the heat exchange between the cold feedwater that has bypassed the preheaters 

and that permits the molten salts to cool down to below the design exit temperature from the 

steam generating system. 

Even if strategy B has finally not been considered for taking advantage of the extra available 

DNI on the completely sunny days, it is more interesting to show the simulation results of 

strategies B and C in Tables 1 and 2 respectively. Strategy B, on its own, permits the sole 

effect of increasing the salts mass flow rate while maintaining the steam generation system 

salts inlet and outlet temperatures at the design conditions on the power cycle gross electric 

efficiency to be analyzed. It is necessary to partially close the highest pressure turbine bleed 

under this operation strategy. While strategy C, on its own, permits the sole effect of 

decreasing the exit temperature of the salts from the steam generator system on the power 

cycle gross electric efficiency, while maintaining the mass flow rate at the design value, to be 

analyzed. 

 

Figure 4- Schematic of the Gemasolar solar tower power plant including the super cooler previous to the 

economizer and the preheater bypasses for turbine bleeds closure.   
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Table 1- Strategy B simulation outputs. Extra energy represents the extra available DNI in % with respect to the 

design case. Tins and Touts are the inlet and outlet temperatures of the salts from the steam generation system 

considering the Figure 4 supercooler within the steam generation system. ms is the salts mass flow rate and Ƞ is the off-

design gross electric efficiency of the Gemasolar power cycle for each simulated case.    

Simulation number Extra Energy (%) Tins (ºC) Touts (ºC) ms (kg/s) Ƞ (%) 

1 5% 560 ºC 292.1 ºC 121.8 kg/s 39.74% 

2 10% 560 ºC 292.1 ºC 127.6 kg/s 39.71% 

3 15% 560 ºC 292.1 ºC 133.4 kg/s 39.69% 

4 20% 560 ºC 292.1 ºC 139.2 kg/s 39.64% 

5 25% 560 ºC 292.1 ºC 145 kg/s 39.63% 

 

Table 2- Strategy C simulation outputs 

Simulation number Extra Energy (%) Tins (ºC) Touts (ºC) ms (kg/s) Ƞ(%) 

1 5% 560 ºC   278.9 ºC 116 kg/s 39.41% 

2 10% 560 ºC 265.31 ºC 116 kg/s 38.66% 

3 15% 560 ºC 251.91 ºC 116 kg/s 38.12% 

 

Analyzing Tables 1 and 2, it is obvious that the strategy of increasing the mass flow rate is 

better than the Strategy C, from the gross electric efficiency point of view. The day of the 

year with the highest available DNI would allow 24% Extra Energy ( 

) as compared to the design DNI day. Such an excess of available 

DNI would be impossible to exploit using just one of the two strategies. Strategy B is limited 

by the actual salts pump maximum mass flow rate (125.8 kg/s) and by the actual TES system 

storage capacity. Strategy C, on its own, is limited to exploiting as much as 18.8% of the 

extra energy; at that point, salts would be leaving the steam generation system at 242 ºC and 

some crystallization would start to happen within the salts.  

The proposed operating strategy maximizes the extra electricity production of the power 

cycle. This operating strategy is a combination of strategies A and C, as presented in Table 3. 

For extra energy availability, up to 6.4% ( ), the strategy would be to 

increase the mass flow rate of the salts without closing any of the steam turbine bleeds (the 

exit temperature of cold salts from the steam generator will be higher than the design and 

therefore the thermal efficiency too, see Table 3). This operation mode, according to the 

available data, is nowadays being used, whenever possible, in the operation of the Gemasolar 

power plant. Figure 1 shows how, during the whole day of 11th July 2012, even if the 

Gemasolar plant has been operating the 24 hours at 20 MWe, the TES system has become 
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saturated at about 17:00, thus not exploiting a considerable amount of the available DNI 

before the sunset.  

For days with higher DNI availability, such as the 11th July 2012, where there is potential for 

, strategy C and A should be combined. In this manner, the mass 

flow rate of the salts will be maintained at its maximum (125.8 kg/s) and the steam turbine 

bleeds should start to be closed to reduce the salts exit temperature from the steam generator 

system, thus permitting 100% use of all the available extra energy. Table 3 shows how this 

combination potentially permits up to 25% of the extra energy ( ) to 

be exploited, with an exit salts temperature of  248.2 ºC and an incoming feedwater 

temperature to the super cooler of just 133.2 ºC. 

Table 3- Proposed operating strategy by mixing strategies A and C. Tinw and Toutw are the inlet and outlet 

temperatures of the feedwater from the control volume formed by the actual economizer plus the Figure 3 supercooler. 

mw is the feedwater mass flow rate towards the super cooler and Ƞ is the off-design gross electric efficiency of the 

Gemasolar power cycle for each simulated case. 

Simulation 

 number 

Extra  

       Energy (%) 

Tins  

(ºC) 

Touts 

(ºC) 

Tinw  

(ºC)   

Toutw  

(ºC) 

ms  

(kg/s) 

mw  

(kg/s) 

Ƞ  

(%) 

Design 0% 560 ºC   292.3 ºC 260.2 ºC 308.9 ºC 116 kg/s 17.55 kg/s 39.79% 

1 6.4% 560 ºC 297.1 ºC 263.7 ºC 313.4 ºC 125.8 kg/s 18.88 kg/s 39.87% 

2 8.4% 560 ºC 292.1 ºC 250.9 ºC 312.0 ºC 125.8 kg/s 18.76 kg/s 39.72% 

3 10% 560 ºC 288.0 ºC 241.0 ºC 311.0 ºC 125.8 kg/s 18.69 kg/s 39.61% 

4 15% 560 ºC 274.9 ºC 205.9 ºC 307.4 ºC 125.8 kg/s 18.47 kg/s 39.06% 

5 20% 560 ºC 261.5 ºC 169.7 ºC 303.7 ºC 125.8 kg/s 18.31 kg/s 38.43% 

6 25% 560 ºC 248.2 ºC 133.2 ºC 300.0 ºC 125.8 kg/s 18.17 kg/s 37.36% 

 

Analyzing the salts mass flow rate and the feedwater mass flow rate, it can be stated that the 

off-design strategies provide a suitable operational strategy to avoid excessive mass flow 

rates through the power cycle equipment. Furthermore, the maximum mass flow rates for 

salts and water occur with the 6.4% extra energy case, and this situation is already being used 

in Gemasolar. Of course, due to the total closure of three of the steam turbine bleeds, the 

outlet mass flow rate through the lower pressure turbine increases considerably (up to 33% 

for the 25% extra energy case when compared to the design case). Unless considered in the 

design phase of the equipment, the increase of 33% in the steam mass flow rate through the 

steam turbine low pressure bodies could be unacceptable. For these calculations, no upper 

limitations in the increase of flow and power in the related equipments (steam turbine, 

pumps, heat exchangers) have been considered.    
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Once the operational strategy for operating the Gemasolar power plant has been developed 

and analyzed, it is possible to calculate the potential extra electricity production of the 

Gemasolar power plant for a typical year using Eq. (4) to Eq. (11). Of course, it is necessary 

to obtain the typical meteorological data (mainly hourly DNI radiation) of the plant location. 

For that purpose, the programme METEONORM has been used [22].  

The resulting annual extra energy is 3,722.4 MWhe/year with reference to the initial design 

conditions of the plant (using the design value of We_design = 18,735 MWe for Eq. (9)). In 

addition, as can be seen in Figure 1, the Gemasolar plant already operates as in the case of 

Table 1 with up to an extra energy of 6.4%. Thus, if we use the actual maximum of  We_design 

= 19,990 MWe for Eq. (9), it can be seen that an extra electricity production of 1,657.6 

MWhe/year is still exploitable. For these results, no constraints have been considered 

regarding grid limitation to the exportation of electricity, in terms of maximum power nor 

operating hours. 

Figure 5 shows how the potential of electricity generation varies when the F factor increases 

from 0.39 to 0.45. The difference in extra annual electricity might be up to 2,674.9 

MWhe/year between the two extreme values considered in this parametric study. Note that 

the study of Figure 5 is based on the use of the actual maximum of We_design = 19,990  MWe 

for Eq. (9). 
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Figure 5- Parametric analysis of the potential annual electricity production regarding the F factor 

The parametric study of the potential yearly income due to the exploitation of the available 

extra solar energy has been done in the range between 50 €/MWhe and 200 €/MWhe. Figure 

6 shows the annual potential income variation (assuming an F factor of 0.416) regarding the 

possible electricity prices. Note that the study of Figure 6 is also based on the use of the 

actual maximum of We_design = 19,990 MWe for Eq. (9). 
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Figure 6- Parametric study of the potential extra income due to the yearly extra electricity production regarding the 

electricity price 

To take advantage of the extra availability of DNI on completely sunny days, it will be 

necessary to look at the forecast for the next day to know if there will be extra DNI 

availability or not. It is assumed that, at the end of the day, the hot salts tank is always full. 

Based on the DNI forecast for the following day, the temperature to which the cold salts tank 

must be cooled during the night operation will be calculated. This is done because, with the 

expected DNI for the next day, it could be possible to lower the temperature of the cold salts 

to a certain temperature below their current design temperature (see Table 3 operation 

modes), thus increasing electricity production and taking advantage of the next day’s extra 

energy availability. 

Thanks to this operation, the next day would start with the cold salts tank with the 

temperature sufficiently low as to be able to capture 100% of the high DNI day. During the 

day, the plant will also operate as during the night, producing the cold salts at a lower 

temperature than the design; thus the plant will be able to take advantage of this extra energy 

during the day and refill the tank of hot salts at the end of the day up to 560 ºC, while still 

avoiding the saturation of the TES system. If there has been an error with the weather 

forecast, the plant operation can be adjusted during the day to exploit 100% of the DNI, 

ending the day with the hot tank completely full of salts at 560 ºC.  

Summary/Conclusions  

This study analyzes the potential of central tower solar power plant with molten salts to 

exploit the yearly extra available DNI radiation of completely sunny summer days. The case 

study is based on the existing operating plant Gemasolar using published data. The procedure 

presented in this article can be extrapolated to any other solar tower power plant. The main 

conclusions of the study are as follows: 
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(1) Thanks to the proposed methodology, it is possible to identify the number of days 

of a typical year in which the available DNI solar energy is greater than the design 

DNI solar energy for solar tower plants. The proposed methodology also proposes 

a power cycle off-design operation strategy to optimally exploit this available 

extra DNI solar energy. By simulating the power cycle under the proposed 

strategy, it is possible to obtain the off-design gross electric efficiencies that make 

it possible to quantify the total potential extra annual electricity production.  

(2) The potential annual extra electricity production for the Gemasolar plant would be 

about 1,657.6 MWhe/year. This is 1.6% of extra electricity production potential 

for a power plant that annually generates about 100 GWhe/year. In any case, the 

extra electricity production is very sensitive to the F factor of the plant, which 

represents the daily averaged capacity of the plant to transfer the DNI available in 

the solar field mirrors area to the salts. Using the upper limit of the F factor for the 

Gemasolar plant, the annual extra electricity production could be as much as 

3,260.7 MWhe/year (about 3.3% extra annual electricity production). 

(3) Analyzing the probable costs of the modifications required to apply the proposed 

operating strategies and the price of the sold extra electricity production, simple 

payback periods below 5.4 years are obtained for electricity prices of 50€/MWhe. 

Since all the solar tower plants sell the electricity at over 90€/MWhe, the proposed 

system seems to be economically interesting.  

(4) The main limitations for the sizing and profitability of this concept in an existing 

plant like Gemasolar come from the individual limitations of the existing 

equipment involved in this new operating mode (steam turbine, generator, salts 

pumps…). For the numerical calculations in the specific analysis of the Gemasolar 

plant, certain, reasonable assumptions have been made about the overcapacity of 

the equipment with respect to their nominal operating point. Obviously, for a new 

plant, this operating mode should be foreseen at the design phase and the 

equipment involved sized accordingly. 
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Abstract

Industrial demand side management has shown significant potential to increase the efficiency of
industrial energy systems via flexibility management by model-driven optimization methods.
We propose a grey-box model of an industrial food processing plant. The model relies on
physical and process knowledge and mass and energy balances. The model parameters are
estimated using a predictive error method. Optimization methods are applied to separately
reduce the total energy consumption, total energy costs and the peak electricity demand of the
plant. A viable potential for demand side management in the plant is identified by increasing
the energy efficiency, shifting cooling power to low price periods or by peak load reduction.

Keywords: Grey-box Model, Processed Food Plant, Industrial Demand Side Management,
Intelligent Thermal Energy System

Nomenclature
Physical Quantities
α absorptance
ṁ mass flow rate (kg/s)
Q̇ heat transfer rate (W)
η thermal efficiency
ε coefficient of performance
ξ mass flow ratio
C thermal capacity (J/K)
c specific thermal capacity (J/(kg K))
h specific enthalpy (J/kg)
k overall heat transfer coefficient (W/K)
P power (W)
p pressure (bar)
T temperature (K)
t time (s)
Further Symbols
π price function (C/kWh)
N number of differential equations
NP number of process steps
NT number of time steps
Subscripts and Abbreviations
∞ ambient

B building envelope
B2∞ building envelope to ambient
B2P building envelope to production hall
C chiller
El electric
end end value
F feed water tank
G gas
H,C cooling hall
H,P production hall
i discrete time step index
P product
P2C production hall to cooling hall
S steam
S,B boiler steam
S,E exhaust vapour
S,F feed water tank steam
S,H,P production hall steam
S,P product steam
W,F feed water
W,O osmosis water
W,R raw water
W,S softened water
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Introduction and Background

Demand side management (DSM) is a promising approach to increase energy system efficiency
and to enable the integration of renewable energies into the existing power grid [1]. To reach
the full potential of DSM, application in all three consumer sectors is necessary: residential,
commercial and industrial. So far, researchers have focused on the residential and the com-
mercial sector [2]. Four main challenges of industrial DSM were identified by Zhang and
Grossmann [3]: 1) accurate modelling of operational flexibility; 2) integration of production
and energy management; 3) optimization across multiple time scales; 4) decision making under
uncertainty.

For the realization of DSM, thermal energy storages are showing a high potential with the
ability to shift electric loads from high demand to low demand hours [4, 5, 6]. Arteconi and
Polonara [7] reviewed demand side management in refrigeration applications. Different DSM
categories (energy efficiency, energy storage and demand response) are discussed and the po-
tential of DSM with chillers and heat pumps in combination with active or passive energy
storages is shown.

Shafiei et al. [8] proposed a non-linear model of a supermarket refrigeration system for DSM.
They focused on estimating the power consumption of the chillers while estimating the cold
reservoirs as well. As DSM method, direct load control is used.

Mueller et al. [9] modelled a set of large industrial freezer warehouse units to act as flexible
loads in a smart grid setting. As DSM method, power reference tracking is used. Disturbances
like the weather were neglected. The chillers were controlled via temperature set points, a
direct compressor control was not implemented. The authors successfully have shown that
large freezer systems can be used as flexible loads.

Kepplinger et al. [10] presented an overview of different DSM approaches. Autonomous de-
mand side management methods were applied to different areas such as electric vehicle charg-
ing, battery storage systems or domestic hot water storages. In [11], Kepplinger et al. proposed
a grey-box modelling approach based on energy and mass balances for thermal systems and
DSM methods for optimal predictive control.

We contribute to the first main challenge by proposing a grey-box model of a real industrial
plant to serve as the basis for DSM algorithms. In contrast to the papers mentioned above,
we present a model of a real processed food plant including the food production process and
the refrigeration systems. A linear temperature model is set up such that the effect of con-
trolling the electric power of both chillers can be simulated, making the model well suited for
optimization and DSM methods. As only limited data of this system is available via data acqui-
sition, simplifications are made and a grey-box modelling approach is applied. Using methods
from Kepplinger et al. [11], the system is described via energy balances, and the parameters
are estimated using a predictive error method. As proof of concept, optimal predictive control
of the chillers under three DSM scenarios is evaluated: 1) minimization of the total energy
consumption; 2) minimization of the total energy costs under real-time pricing; 3) peak load
reduction.

Methods

Figure 1 shows a simplified sketch of the plant. The building is divided into three subparts, the
production hall, the cooling hall and the thermal mass of the building envelope. The system
temperatures are depended on the heat loss of these production lines, the outside temperature,
the radiation of the sun and the extracted heat by the two chillers. The first chiller is used for
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cooling the production hall and the second one is used for cooling the product in the cooling
hall. In this chapter, the production process is first described. Next, the models of the steam
boiler and the chillers are described, which serve as inputs for the thermal model. Finally, the
analytical solution of the energy balances of the thermal model is used to formulate different
optimization-based DSM strategies.

Figure 1. Processed food plant.

The production of processed food is described in detail elsewhere [12, 13, 14]. Here, this
batch process is simplified into three different stages: 1) steam (Q̇S,P) heats the product to
approximately 90 °C (range: 70-130 °C) and served ingredients are mixed in; 2) the fluid
product is poured into molds and transported to the cooling room while it cools down; 3) the
product is cooled down to approximately 5 °C for storing.

A steam boiler plant provides the steam needed. Figure 2 shows the main components and mass
flows in the steam generation system. Only the freshwater (ṁW,R) and the steam produced by
the boiler (ṁS,B) are known by measurement. Therefore a model of the steam generation system
is created to estimate the steam ṁS, which is available for production. Due to the direct steam
heating of the product, the amount of condensate can be assumed to be negligible as most of
the steam is generated from freshwater. First, the freshwater is filtered with a reverse osmosis
system, next, Ca++ and Mg++ ions are filtered out of the remaining permeate (ṁW,O). Then
softened water (ṁW,S) can be used for steam generation. In a feed water tank, the softened
water is heated up from TW,S=12 °C to TF=105 °C to achieve full degassing of O2 and CO2.
Exhaust vapour (ṁS,E) is released to the surroundings. The steam boiler heats the feed water
(ṁW,F) to TB=175 °C and pB=9 bar with natural gas (Q̇G). A part of the feed water is used for
desalination and blowdown. The resulting steam (ṁS,B) is in part used for the heating of the
feed water tank (ṁS,F), and mostly for production (ṁS).

The feed water tank is assumed to be in steady-state conditions, i.e. ṁS,E being constant.
Enthalpies for the states of the fluid, i.e. hW,S, hW,F and hS, are taken from literature [15]. All
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Figure 2. Steam generation system.

mass flows can then be derived from ṁS using mass and energy balances as follows:

ṁW,O = ṁW,RξW,O (1)
ṁW,S = ṁW,OξW,S (2)

ṁW,F + ṁS,E = ṁW,S + ṁS,F (3)
ṁS,B = ṁW,FξS,B (4)
ṁS,B = ṁS + ṁS,F (5)

ṁW,FhW,F + ṁS,EhS,E = ṁW,ShW,S + ṁS,FhS (6)

ṁW,FhW,F + Q̇G = ṁS,BhS (7)

Q̇G = ηPG (8)

During times of no production, i.e. ṁS = 0, ṁS,E can be calculated. Typical values for ξW,O,
ξW,S and ξS,B and the thermal efficiency η of a steam boiler are provided in literature [16]. Using
ṁS, the heat flow available for production (Q̇S), the heat flow of the steam to the product (Q̇S,P)
and the heat flow of the steam to the production hall (Q̇S,H,P) can be calculated by

Q̇S = ṁShS, (9)

Q̇S,P = Q̇SξS,P, and (10)

Q̇S,H,P = Q̇SξS,H,P, where (11)
0 ≤ ξS,P + ξS,H,P ≤ 1, (12)

0 ≤ξS,P ≤ 1, and (13)
0 ≤ξS,H,P ≤ 1. (14)

Knowing the temperature of the product before and after heating, ξS,P can be estimated. ξS,P and
ξS,H,P sum up to less than 100 %, because the excess steam is used to heat offices via a thermal
storage.

The cooling power of the chillers is calculated by using the linearized coefficients of perfor-
mance (COPs) ε1 and ε2:

Q̇C,1 = PEl,1ε1 (15)

Q̇C,2 = PEl,2ε2 (16)
ε1(T∞) = a1T∞ + b1 (17)
ε2(T∞) = a2T∞ + b2 (18)
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The influence of the sun is modelled via the absorbed radiation of the sun (αQ̇Sun) which heats
the thermal capacity of the building envelope. The heat transfer rates from the building envelope
to production hall and the surroundings are modelled via a single heat transfer coefficient to
reflect convection.

Combing this, the energy balances for Figure 1 can be written as:

ṪB(t) =
1

CB

[
αQ̇Sun(t) + kB2∞

(
T∞(t)− TB(t)

)
+ kB2P

(
TH,P (t)− TB(t)

)]
(19)

ṪH,P(t) =
1

CH,P

[
Q̇S,H,P(t)− Q̇C,1(t) + kB2P

(
TB(t)− TH,P(t)

)
+ kP2C

(
TH,C(t)− TH,P(t)

)
+

2∑
n=1

kP,n
(
TP,n(t)− TH,P(t)

)]
(20)

ṪH,C(t) =
1

CH,C

[
− Q̇C,2(t) + kP2C

(
TH,P(t)− TH,C(t)

)
+

NP∑
n=3

kP,n
(
TP,n(t)− TH,P(t)

)]
(21)

ṪP,n(t) =


1

CP,n

[
Q̇S,P(t) + kP,n

(
TH,P(t)− TP,n(t)

)]
, n = 1

1
CP,n

kP,n
(
TH,P(t)− TP,n(t)

)
, n = 2

1
CP,n

kP,n
(
TH,C(t)− TP,n(t)

)
, 3 ≤ n ≤ NP

(22)

Assuming Q̇Sun(t), Q̇C,1(t), Q̇C,2(t), Q̇S,H,P(t) , Q̇S,P(t) and T∞(t) to be constant in each time
interval of the batch process, this defines a system of first-order inhomogeneous linear differ-
ential equations with constant coefficients:

Ṫ(t) = A · T(t) + b (23)

∀t ∈ [ti, ti+1] (24)

This system of differential equations can be solved using the eigenvectors vn and the eigen-
values λn of the matrix A, expressing T(t) by coefficient functions fn(t) and by coefficients
gn,

T(t) =
N∑
n=1

fn(t)vn and (25)

b =
N∑
n=1

gnvn. (26)

The solution for this system of equations is given by

fn(t) = fn(0)eλnt − gn
λn

(1− eλnt). (27)

This analytical solution allows for the calculation of the system dynamics forward in time
for a single time interval and can be discretized assuming piecewise constant parameters on NT

intervals of duration ∆t. The discretized model is used as the basis for the parameter estimation
via a prediction error method and the formulation of the optimization problems.

Assuming that the production hall and the cooling hall are controlled via P-controllers, the
parameters of the model are estimated by minimizing the quadratic error of the measured and
the simulated cooling powers.

642



Optimal chiller control can be achieved by solving a linear optimization problem. Assuming
the price function π and the uncertainties (steam, mass flow of the product, radiation of the sun
and outside temperature) to be perfectly known in advance, the optimization problem, which
minimizes the total costs for cooling, can be formulated as follows, keeping the production hall
and the cooling hall temperature in a set temperature band:

min
PEl,1,PEl,2

NT∑
i=1

(P
(i)
El,1 + P

(i)
El,2)π

(i) (28)

s.t. ∀i ∈ [1, ..., NT] : (29)

Ṫ
(i)

(t) = A(i) · T(i)(t) + b(i) (30)

0 ≤ P
(i)
El,1ε1 ≤ Q̇max,1 (31)

0 ≤ P
(i)
El,2ε2 ≤ Q̇max,2 (32)

TH,P,min ≤ T
(i)
H,P ≤ TH,P,max (33)

TH,C,min ≤ T
(i)
H,C ≤ TH,C,max (34)

T
(NT)
H,P = TH,P,end (35)

T
(NT)
H,C = TH,C,end (36)

Using a constant price π = 1, the energy minimization problem is solved fulfilling the same
constraints (29-36),

min
PEl,1,PEl,2

NT∑
i=1

(P
(i)
El,1 + P

(i)
El,2). (37)

To solve the peak load reduction problem, using the same constraints (29-36), the following
objective function is defined,

min
PEl,1,PEl,2

max
i
P

(i)
El,1 + P

(i)
El,2. (38)

The objective function (38) can be linearized by introducing auxiliary variables.

Results and Discussion

Only limited data from the real factory is available. The electric power consumption of both
chillers, the COP of one chiller, the mass flows ṁW and ṁS, the states (temperature or pressure)
of the steam boiler systems and the production quantity per day are known. For the outside
temperature and the direct radiation of the sun, data from a weather station nearby is used [17].

Table 2 shows the steam boiler parameters estimated.

ξW,O ξW,S ξS,B

0.75 0.97 0.90

Table 1. Estimated steam boiler parameters.

The COP of the first chiller is fitted with linear regression from measured data and the COP of
the second chiller is calculated using its datasheet [18]. Both are linearized around the operation
temperature set point of 20°C.
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a b
chiller 1 -0.10000 33.6150
chiller 2 -0.03723 14.7674

Table 2. Estimated chiller parameters.

Using equations (1-8), all heat and mass flows of the steam boiler are calculated from ṁS,B,
as shown in the left subplot of Figure 3. For better visibility, the data is filtered by applying
a moving average filter (window length 3.75 h for ṁS,B and 7.5 h for ṁW,R). ṁS,B denotes the
measured boiler steam. ṁS can be used for production and ṁS,F is lead back to supply the feed
water tank. The model is validated by comparing the calculated quantity of freshwater to the
recorded values as shown in the right subplot of Figure 3 and resulting in a root mean square
error of 0.12 kg/s.

Figure 3. Mass flows of the generated steam, comparison of the estimated and the measured
freshwater.

The data is preprocessed to create a single week dataset consisting of average weekdays and
average weekends. This data is used to determine the model parameters and the DSM poten-
tial. The product mass flow is estimated from the mass flow of the steam, assuming a direct
proportion.

The model parameter identification is done using Matlab’s [19] lsqcurvefit routine. The value
of the specific thermal heat coefficient of the product is taken from literature [20]. First the heat
transfer coefficients of the product (kP,n) and the production steam rate ξS,P are fitted such that
the heating and cooling time of the product fit measurements. Then, the remaining heat transfer
coefficients and thermal capacities from Table 3 are fitted by minimizing the quadratic errors of
both chiller powers. The sun has a delayed effect on the system, which is accounted for by the
thermal capacity of the building envelope CB. Given temperature bands for the production and
the cooling hall, both flexibilities can roughly be estimated using the thermal capacities CH,P

and CH,C. As time interval ∆t=30 min and as process step number NP=18 are chosen resulting
in a total process time of 9 hours for producing (1 h) and cooling (8 h) for a batch of product
and up to 18 possible parallel processes, which are time-shifted by multiples of ∆t.

The control of the chillers is simulated with two P-controllers. Figure 4 compares the simulated
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parameter value
CH,P 3.9 · 108 J

K
CH,C 9.6 · 107 J

K
CB 1.6 · 109 J

K
cP,n 3270 J

kg K
kB2∞ 1.3 · 104 W

K
kB2P 1.3 · 104 W

K
kP2C 3.0 · 103 W

K
kP,n 0.35 W

kg K ·mP,n

α 0.98
ξS,P 0.35
ξS,H,P 0.05

Table 3. Estimated model parameters.

to the real cooling powers and shows the temperature profile of the production hall and the
cooling hall. Figure 5 shows the temperature of a batch of product during the process.

Three different DSM algorithms are applied to the model: 1) an energy-efficient strategy min-
imizes the total electric power consumption by shifting cooling power to increase the system
efficiency 2) a real-time pricing (RTP) strategy minimizes the costs of the electric power by
shifting cooling power to low price periods; 3) a peak load reduction strategy minimizes the
peak electricity demand. For RTP, the EXAA spot market price [21] is used. The temperature
band for the production hall and the cooling hall are chosen to be [15°C, 25°C] and [-6°C, 4°C],
respectively. The optimization problems are solved using Matlab’s [19] fmincon routine for a
simulation period of one week. The computations last approximately two days on a laptop with
an Intel Core i5 10th Gen. processor.

Table 4 and Figure 6 show the optimal predictive control of the chillers during the different
operation modes simulated. As expected, during the energy-efficient mode the temperatures
are near the upper boundary to reduce the needed cooling power. Shifting of the cooling power
to high chiller efficiency periods during the night can not be observed, because this would
have decreased the system efficiency due to the lower temperatures and thereby increased heat
flows to the surroundings. The energy reduction also results in a cost reduction. The RTP-
driven operation mode reduces the costs by shifting cooling power to low price periods during
the night and avoiding price peaks during the day. The costs for the first chiller are reduced
by 17 % and the costs of the second chiller are reduced by 10 %. The higher cost reduction
achieved by the production hall chiller is due to the high thermal capacity of the production
hall. The amount of precooling in the cooling hall is often limited by the cooling hall capacity,
as can be seen in the temperature profile when the temperature reaches the lower limit. Due
to the better coefficient of performance of the chillers during the night, this mode also reduces
the total energy consumption. Finally, a peak load reduction of 21 % is achieved by precooling
during the night.
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Figure 4. Comparison of the estimated and measured cooling powers (top), temperature profiles
of the production hall and the cooling hall (bottom).

Figure 5. Temperature profile of product during the batch process. The vertical lines indicate the
different steps during the batch process, starting with the heating and mixing, next the pouring,
and, finally, the cooling.
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Conclusion and Outlook

A grey-box model of a real industrial food processing plant has been created, whose model
parameters were identified by a predictive error method. The method proposed solved the
first main challenge of industrial DSM by providing a suitable model. The model was used
for optimization-based DSM in a simulation study of one week using Matlab. Austrian day-
ahead prices were used for an RTP-driven optimization showing a cost reduction of 14 %. An
energy-efficient strategy was able to reduce the energy consumption by 4 % by increasing the
temperature to the upper boundary of the allowed range. The peak load could be reduced by
21 % by precooling during the night. Based on the promising DSM potential, future measure-
ments should be established to improve the quality of the estimation of the system dynamics. In
further work, this model can be used as the basis for more efficient optimization methods and
should deal with challenges like optimization across multiple time scales and decision making
under uncertainty.
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Abstract

Flexibility estimation is the first step necessary to incorporate building energy systems into
demand side management programs. We extend a known method for temporal flexibility esti-
mation from literature to a real-world residential heat pump system, solely based on historical
cloud data. The method proposed relies on robust simplifications and estimates employing
process knowledge, energy balances and manufacturer’s information. Resulting forced and
delayed temporal flexibility, covering both domestic hot water and space heating demands as
constraints, allows to derive a flexibility range for the heat pump system. The resulting tempo-
ral flexibility lay within the range of 24 minutes and 6 hours for forced and delayed flexibility,
respectively. This range provides new insights into the system’s behaviour and is the basis for
estimating power and energy flexibility - the first step necessary to incorporate building energy
systems into demand side management programs.

Keywords: flexibility estimation, heat pump, intelligent thermal energy systems.

Introduction

Flexibility estimation of building energy systems (BES) provides the basis for residential de-
mand side management (DSM), which manages consumption to improve overall system effi-
ciency [1]. Chen et al. [1] classify and discuss reliable methods for DSM with thermal energy
storages (TES) to provide flexibility in buildings, concluding division of flexibility into positive
and negative components as essential.

A typical configuration of BES for DSM studied in literature comprise heat pump (HP) systems
for space heating (SH) [2] or domestic hot water (DHW) supply [3], which exhibit flexibility
via building mass and thermal energy storage [4, 5]. Arteconi et al. [2] analyzed HPs with
radiators, underfloor heating and TES, depicting influences on the building occupant’s thermal
comfort. Underfloor heating (high thermal inertia) maintained the thermal comfort even with-
out TES, whereas radiators (low thermal inertia) made the inclusion of a TES necessary. Kep-
plinger et al. [3] investigated a cost-optimization-driven domestic hot water heater (DHWH) by
taking user thermal comfort and reduced sensor information for state estimation into account
[6]. Results showed energy and cost savings compared to alternatively night-tariff switched
DHWHs [3]. D’hulst et al. [4] showed that DHWH with TES show the highest potential of all
household appliances for DSM to provide the most stable flexibility over time. Hewitt et al. [5]
stated, that the role of HPs cannot be underestimated in an effort to integrate greater amounts
of electricity since the dynamics of even relatively simple buildings already allows a degree of
thermal management.

However, to benefit from the potentials reported, flexibility estimation has to be provided at low
technological and economic costs [7]. Finding an optimal integration solution with the lowest
cost, potential flexibility should already be considered in planning phase of the HP system; for
scalable solutions and broader knowledge about flexibility use, HP pools should be considered
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[7, 8]. Different flexibility estimation and assessment methods are discussed in literature [4,
8, 9, 10, 11, 12], but rarely applied to settings of real-world implementation, struggling with
reduced sensor information [6]. Several studies in literature quantify flexibility, but a unique
definition still does not exist; but it is clear that the inclusion of DSM becomes increasingly
important [9, 8]. Arteconi et al. [8] also illustrate that flexibility is mostly characterized by:
amount of power change, duration of change, rate of change, response time, shifted load, and
maximal hours of load shifted. Additionally, they assess the potential during operation time
with the occurrence of specific events like demand response control signals, where the most
relevant parameters are temporal flexibility, power capacity, and energy shifted.

Similar to Arteconi et al. [8], Fischer et al. [10] introduce characteristic flexibility parameters
like maximum power, mean power, shiftable energy, duration time, and regeneration time for a
heat pump pool, suggesting duration of activation and regeneration as new flexibility parame-
ters to get insights on shifting cycles. Nuytten et al. [11] separate flexibility estimation into a
forced and delayed component, where depending on BES including TES, has an almost linear
influence on flexibility. Thereby, no distinction between SH and DHW was made. Stinner et
al. [12] distinguish between temporal, power and energy flexibility including average and cycle
flexibilities, which makes aggregating flexibilities on a higher level possible, e.g. district level
or electrical grid. In summary, the literature shows a gap, where the distinction of flexibility
between DHW and SH operation is neglected and real-world implementation, struggling with
reduced sensor information is rarely considered. We adapt the method proposed by Stinner et
al. [12] to estimate the temporal flexibility of a real-world heat pump system supplying SH and
DHW based on historical cloud data available to a heat pump manufacturer and operator.

Methodology

According to Stinner et al. [12], temporal flexibility can be divided into forced and delayed
temporal flexibility. The former refers to the maximum operation time of the HP until the
storage is fully charged, the latter to the time until full depletion of the storage. We adapt
this method to derive a combined forced and delayed flexibility range (Figure 1, bottom). A
real-world heat pump system with stratified storage for DHW and SH is considered (Figure
1, top). Due to usual cost reductive measures, the system comes without all needed pressure,
temperature, power and flow metering. Instead, our approach only uses a given compressor’s
map of characteristics and those sensors which are needed for operation. Measurements avail-
able include evaporation temperature, flow temperature, DHW temperature, SH temperature,
and operation times. These reduced information forces us to make assumptions on the calcu-
lation of electrical power Pel, cooling power Q̇cool, DHW demand Q̇DHW and SH demand Q̇SH

(Figure 1, middle). On the one hand, determining electrical power and cooling power by using
the compressor’s map of characteristics, on the other hand determining DHW and SH demand
by using process knowledge and forward calculation. The proposed method not only can be
transferred to other heat pump systems but also provides the basis for a cloud-based system to
estimate the flexibility of a fleet of heat pumps. In the following sections, the necessary steps
are explained in more detail.

Defining operation times for DHW and SH via compressor run time sensors allows distinguish-
ing the specific operation mode. The heat pump either is operated to supply heat for DHW or
SH, also it might be switched off, i.e., the total set of discrete-time steps T = {t1, · · · , tn} can
be divided into disjoint subsets,

T = TDHW t TSH t TOFF. (1)
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Figure 1. Schematic of the method proposed to derive a temporal flexibility estimation.

To easily formulate relationships for both operation modes, we refer to the subscript ·MODE,
e.g., TMODE can refer to TSH or TDHW.

Polynomial approximation of the compressor’s map of characteristics is used to calculate the
cooling power Q̇cool and electrical power Pel of the compressor, as no power or energy meter
is available. The required power is estimated by using the foregoing estimated operation times
T for MODE and polynomials are given by the manufacturer. The power polynomials require
condensation temperature Tcond and evaporation temperature Tevap for the estimation. Since the
condensation temperature is not recorded by measurement, the flow temperature is used as an
estimate of the condensation temperature, i.e. Tcond ≈ Tflow. the coefficients C0 − C9 of the
polynomials to estimate electric power and cooling power are provided by the manufacturer,

Pel,MODE = C0 + C1Tevap + C2Tflow + C3T
2
evap + C4TevapTflow + C5T

2
flow

+ C6T
3
evap + C7TflowT

2
evap + C8TevapT

2
flow + C9T

3
flow, (2)

Q̇cool,MODE = C0 + C1Tevap + C2Tflow + C3T
2
evap + C4TevapTflow + C5T

2
flow

+ C6T
3
evap + C7TflowT

2
evap + C8TevapT

2
flow + C9T

3
flow. (3)

Then, at each timestep t, the heating power Q̇in for both modes of operation, DHW and SH,
can be calculated as follows:

Q̇in,MODE(t) = Pel,MODE(t) + Q̇cool,MODE(t). (4)
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Determination of heat transfer characteristics (UA)DHW and (UA)SH of the TES, as well as the
thermal storage capacities CDHW and CSH are based on the hydraulic scheme provided by the
manufacturer. Assuming a perfectly stratified storage enabled through stratification switches
leads to the following energy balances for each operation mode:

CMODEdT

dt
= Q̇in,MODE(t)− Q̇loss,MODE(t)− Q̇dem,MODE(t). (5)

We assume the heat transfer from the heat pump to the storage to take place in the specific
storage layer and no overlapping of the two storage layers at all times.

TES capacitiesCDHW andCSH are determined, identifying the shortest heating period, for which
losses are assumed to be negligible and no demand occurs:

CMODE =

∑t2
t1
Q̇in,MODE(t)∆t

TMODE(t2)− TMODE(t1)
, where (6)

(t1, t2) = arg min
t1,t2∈TMODE

t2 − t1, such that (7)

TMODE(t2) = Tup,MODE, (8)
TMODE(t1) = Tlow,MODE, (9)

Q̇in,MODE(t) > 0 ∀t ∈ [t1, t2] . (10)

Here (Tup, MODE and Tlow, MODE) refer to the upper and lower set point temperature, respectively.

Analogously in equation (15), heat transfer characteristics (UA)DHW and (UA)SH have been
determined, by using maximum duration non-heating periods, assuming to reflect no demand,

(UA)MODE =

∑t2
t1
Q̇loss,MODE(t)∆t

TMODE(t2)− T∞
, where (11)

(t1, t2) = arg max
t1,t2∈TOFF

t2 − t1, such that (12)

TMODE(t1) = Tup,MODE, (13)
TMODE(t2) = Tlow,MODE, (14)

Q̇in,MODE(t) = 0 ∀t ∈ [t1, t2] . (15)

Reformulating equation (5) with parameters (UA)MODE and CMODE allows determining the de-
mand as follows:

Q̇dem,MODE(t) = Q̇in,MODE(t)− (UA)MODE

(
TMODE(t)− T∞(t)

)
(16)

− CMODE
(
TMODE(t+ ∆t)− TMODE(t)

)
,∀t ∈ TMODE.

The maximum available TES capacity is determined as:

Emax,MODE = CMODE∆TMODE = CMODE(Tup, MODE − Tlow, MODE). (17)

To estimate the maximum heating power for the present mode of operation, the highest value
in data is chosen:

Qmax,MODE = max
t∈TMODE

Q̇in,MODE(t)∆t. (18)
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Stinner et al. [12] define the forced temporal flexibility as the period for each time step where
the power surplus of the heat pump working at maximum power, will be enabled to fully charge
the in-situ located TES from a fully discharged state. To this end, heating demand, heat loss
and generated heat (Figure 2, left). Hence, repeating this process for every time step t with an
assumed discharged TES at the beginning, the forced temporal flexibility τforced,MODE(t0) can be
determined by solving:

τforced,MODE(t0)∑
t=t0

Qmax,MODE −Qdem, MODE(t)−Qloss, MODE(t)
!

≥ Emax, MODE. (19)

In the same way, the delayed temporal flexibility is defined as the period the heat pump can be
switched off until the full energetic depletion of the TES is reached from a fully charged state.
Heat demand and heat losses lead to the depletion of the TES (Figure 2, right). Repeating this
process for every time step t, the delayed temporal flexibility τdelayed,MODE(t0) can be determined
by solving:

τdelayed,MODE(t0)∑
t=t0

Qdem, MODE(t) +Qloss, MODE(t)
!

≥ Emax, MODE (20)

Comparing the heat generated Qin,MODE and the heat demand Qdem, MODE including storage
losses Qloss, MODE, allows to calculate the forced and delayed temporal flexibility for each time
step, resulting in a function τforced(t) and τdelayed(t), respectively.The feasible operation has to
take into account both constraining demands, resulting in the combined flexibility range (Figure
1, bottom). Since generated heat input is operation mode dependent, both thermal capacities
are exploited. Hence, both forced flexibilities accumulate to a combined forced temporal flexi-
bility where the function describes the upper bound of the flexibility range. Opposing, delayed
temporal flexibility as lower bound of the flexibility range takes the minimum available time of
both DHW and SH into account. Assuming the decision for full energetic depletion of the cho-
sen storage capacity, only one limit can be exploited at a time, otherwise comfort and system
boundaries will be violated.
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Figure 2. Schematic of the estimation methodology for forced (left) and delayed (right) temporal
flexibility, according to Stinner et al. [12].

Example & Results

Applying the methodology to a real-world heat pump system, the specifics of the system, in-
cluding the hydraulic scheme and sensor positions, have to be taken into account. We inves-
tigate a Weider Weitrona SW151 brine/water heat pump including a stratified storage with a
capacity of 1000 litres for DHW and SH, based in Vorarlberg, Austria, showing significant
seasonal variation. (Figure 1, top).
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Assuming a perfect stratification through stratification switches leads to the determination of
the thermal capacity of 2.3 kWh for DHW and 4.6 kWh for SH, respectively. Analogously,
the heat transfer characteristic (UA)MODE could be determined with 0.7 W/K for DHW and 0.9
W/K for SH, respectively.

Based on that, iterative calculation of heat demand and heat loss for DHW and SH is imple-
mented and lead to the necessary profiles. Eventually, the determination of maximum thermal
storage capacity and maximum possible heating power provides the basis for the forced and
delayed temporal flexibility estimation. The temporal flexibility estimation is based on a data
set of one year.

Figure 3. Determined forced and delayed temporal flexibility for DHW-, SH- and the combined
mode. Forced temporal flexibility (red) and delayed temporal flexibility (blue) shown for DHW/SH
mode (solid/dashed). Combined temporal flexibility range (green area) derived by boundary
conditions of forced and delayed temporal flexibility of DHW and SH.

Determined forced and delayed flexibility for DHW and SH are depicted for three consecutive
days in winter (Figure 3). Combined forced flexibility is derived by an accumulation of forced
flexibility for DHW and SH, shown as green curve. Thus, a maximum combined forced flexi-
bility of 24 minutes can be determined. The possible forced flexibility range lay within 0 and
24 minutes. Analogously, finding the minimum available delayed flexibility of DHW and SH
leads to the opposing maximum available delayed flexibility of the combined system. In the
time series of the three consecutive days, a maximum delayed flexibility of 6 hours can be de-
termined. The possible delayed flexibility range lays within 0 and 6 hours. Derived from these
two ranges, the overall range lay within 24 minutes forced and 6 hours of delayed flexibility.

While Figure 3 is taking different operation modes into account and shows the combined re-
sult, Figure 4 takes the whole year calculation of combined forced and delayed flexibility into
account, comparing three consecutive days of winter, summer and transition season. For forced
flexibility, peak times during the winter season, followed by intermediate flexibilities of tran-
sition and summer period, are observed. Hence, the lowest forced flexibilities are available
during summer, where the demand for SH is lowest. Opposing, delayed flexibility is highest
during the transition season. The decreased potential is identified in winter, continued by the
summer season. Contrary to peak flexibility, the highest delayed base flexibility is identified
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Figure 4. Comparison of the temporal flexibility range of three consecutive days during winter
(solid), summer (dashed) and in the transition period (dotted) marked as forced (red) and delayed
flexibilities (blue).

during summer season, followed by the transition and winter period. Comparing the amount of
possible flexibility in the example investigated, delayed flexibility shows a tremendously higher
potential than the forced operation.

Figure 5. The daily mean of delayed temporal flexibility plotted against daily sum of DHW & SH
demand over a one year period.

Considering possible forced and delayed flexibility in more detail, four different scenarios for
DHW and SH temperature spreads (+5K) are investigated: reference case, +5DHW, +5SH and
+5DHW+5SH. Since forced and delayed flexibility show contrary flexibility characteristics due
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to heat demand, the relation between the daily mean of flexibility and the daily sum of DHW
and SH demand over a one year period is investigated. A decrease in the available delayed
flexibility correlates with rising demand (Figure 5). Consequently, the highest flexibilities are
found for days only showing little tap events within the range from 200 to 800 Wh.

Figure 6. Left: The daily mean of combined forced temporal flexibility plotted against the daily
mean of outdoor temperature over a one year period. Right: The daily mean of delayed temporal
flexibility plotted against the daily mean of outdoor temperature over a one year period.

Figure 6 left refers to the forced flexibility, showing two of the scenarios investigated. The daily
mean of forced flexibility is plotted against the daily mean of outdoor temperature over a one
year period. A decrease in the available forced flexibility with rising outdoor temperatures in-
dependently from the scenarios is shown. Taking the same decay in every scenario into account,
a linear offset factor can be observed: 1.2 for +5DHW, 1.6 for +5SH and 1.8 for +5DHW+5SH
(Figure 7, left). Hence, the increase of the combined temperature spread +5DHW+5SH leads
to the highest potential. Comparison of the +5DHW and the +5SH scenario shows a higher
flexibility per Kelvin in the SH scenario, which is derived by higher thermal capacity.

In contrast to forced flexibility, an increase in the available flexibility with rising outdoor tem-
peratures can be observed (Figure 6, right). For delayed flexibility, low SH use is related to
higher outdoor temperatures and provides more available capacity. The highest flexibility of
the investigated scenarios is observed in the combined +5DHW+5SH scenario. Taking the
same increase in every scenario into account, an exponential offset factor can be observed: 1.1
for +5DHW, 1.6 for +5SH and 1.7 for +5DHW+5SH (Figure 7, right).
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Figure 7. Box-plots of the relative change of forced (left) and delayed (right) temporal flexibility
of different scenarios considered.

Discussion

Setup dependent thermal capacities and heat demand behaviour of DHW and SH decide on
the flexibility characteristic of the system. In the real-world application, forced and delayed
temporal flexibility showed quite different behaviour on demand. While forced flexibility rose
with high demand, delayed flexibility showed a decrease. Since SH demand and thermal capac-
ity dominated over the DHW case, forced and delayed temporal flexibility have been strongly
dependent on seasonal variations. Depending on the sizing of thermal capacities in other sys-
tem configurations, this may vary. Thus, an intelligent forecast of demand can lead to highly
reliable flexibility forecast and use.

Delayed temporal flexibility showed a significantly higher potential in all cases and scenarios.
Thus, in further application of flexibility range, an absolute difference of forced and delayed
flexibility has to be considered.

Additionally, the calculation of the relative change of flexibility showed that minor increments
of the limiting storage temperatures can lead to high improvements in forced and delayed flex-
ibility. Exemplary for the +5SH scenario, an increment of 5 Kelvin led to an improvement of
factor 1.6 in forced and delayed flexibility.

Conclusion

An extended method for flexibility estimation based on historical cloud data of a real-world
heat pump system has been presented. The method proposed, relied on robust simplifications
and estimates, employing process knowledge, energy balances and manufacturer’s information.
Resulting forced and delayed temporal flexibility, covering both, domestic hot water and space
heating demands as constraints, allowed to derive a flexibility range for the heat pump system.

The simulation was conducted for an entire year. Forced and delayed temporal flexibility of
each operation mode were calculated, deriving the combined flexibility, as well as the flexibility
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range. In the reference case, the derived flexibility range lay within 24 minutes of forced and 6
hours of delayed temporal flexibility. The best-case scenario of three additionally investigated
scenarios enhanced forced temporal flexibility by factor 1.8, delayed flexibility by about 1.7,
respectively.

The proposed flexibility estimation method not only provides insights into the system’s be-
haviour, it also enables the estimation of possible flexibility improvements and provides the
basis for a cloud-based system to estimate the flexibility of a fleet of heat pumps. As temporal
flexibility range is the basis for estimating power and energy flexibility, which is the first step
necessary to incorporate building energy systems into demand side management programs, this
work should be further extended.
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Abstract  

Desiccant cooling systems are effective in controlling moisture content in supply air. They do 

not use any ozone-depleting coolants and consume less energy as compared with the vapor 

compression systems. The desiccant wheel and the adsorbent material used are key 

components that affect the performance of desiccant cooling system. Metal Organic 

Frameworks (MOFs) are meso-porous materials with exceptionally high porosity, large 

surface area (up to 5500m2/g) and superior water uptake capacity compared to silica gel. In 

this work, 1D numerical model of a desiccant wheel was developed using MATLAB software 

to predict the effect of adsorbent material on the performance of the desiccant wheel in terms 

of moisture removal and Coefficient of Performance. Results showed that using aluminium 

fumarate MOF improves the desiccant wheel ability to remove moisture from the air by 54%, 

lowers the relative humidity for process air by 10%, and raises the relative humidity for 

regeneration by 20% compared to silica gel highlighting the potential of MOF materials for 

desiccant cooling.  

Keywords: modelling, desiccant, MOF, aluminium fumarate.    

 

Introduction 

Most of current cooling systems use vapor compression technology which suffers from high 

electricity consumption and uses environmentally damaging refrigerants. Evaporative cooling 

has major advantages like typically uses less than 10% of the electricity than conventional air 

conditioning, it uses no refrigerants, supplies 100% fresh cool air, it has low carbon dioxide 

footprint with simple engineering, and can significantly reduce the temperature on hot days. 

But the main disadvantage of evaporative cooling is that it is only applicable in dry 

atmospheres, it is not successful in the areas where ambient humidly is high [1-2]. Desiccant 

cooling systems have been considered as an efficient method of controlling moisture content 

in supply air. They do not use any ozone-depleting coolants and consume less energy as 

compared with the vapor compression systems. Therefore, the integration of desiccant and 

evaporative cooling will significantly improve the cooling performance and avoid the impact 

of high ambient air humidity. Currently desiccant cooling systems utilise silica gel as the 

adsorbent material on the desiccant wheel which has limited water uptake thus reducing the 

performance of the system. Metal Organic Frameworks (MOFs) are meso-porous materials 

with exceptionally high porosity, large surface area (up to 5500m2/g) and superior water 

uptake capacity compared to silica gel [3]. 

Understanding how desiccant wheel works and the factors that determine its effectiveness is 

critical to improve the performance of the desiccant wheel in terms of moisture removal and 
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the coefficient of performance. Beccali et al. [4] developed a simplified model to predict the 

performance of rotary desiccant wheels by fitting experimental data obtained from the 

industry, to produce correlations for predicting the air outlet temperature and absolute 

humidity. This model is used to predict the performance of three different types of desiccant 

rotors made using various types of solid desiccants (Type I, II and III). Zhang et al. [5] used 

heat and mass transfer equations to model honeycombed rotary desiccant dehumidifier. The 

numerical results were compared to experimental ones showing good agreement with 

maximum deviation of 3.5% and 6% for humidity and temperature respectively. Ge et al. [6] 

developed a mathematical model to estimate the performance of silica gel haloid compound 

desiccant wheel to determine the best operating conditions. In the genetic algorithm used, two 

scenarios were considered for the objective function: first, specific adsorption energy, and 

second, the humidity ratio of process air. Zouaoui et al. [7]  developed a model to study the 

performance of open solid desiccant air cooling systems with direct and/or indirect 

humidification. Their results revealed that the desiccant method covers the latent load, while 

direct and/or indirect humidification covers the sensible load. Koronaki et al. [8] made a 

thermodynamic analysis of an open cycle solid desiccant cooling system using Artificial 

Neural Network. They showed that their neural network model could adequately predict 

dehumidification capability and outlet desiccant conditions under a variety of climatic 

conditions. Shanmuga et al. [9] developed a TRNSYS-MATLAB simulation model for 

desiccant cooling system where Transys software was used to estimate the energy required by 

buildings and the solar desiccant based evaporative cooling model done by MATLAB. Diglio 

et al. [10] developed a 1-D numerical simulation of a rotary desiccant wheel using COMSOL 

for process and regeneration operations. Bellemo et al. [11] developed a 2-D steady-state 

model  of desiccant wheels using Engineering Equation Solver. Chung et al. [12] optimised a 

desiccant wheel speed and area ratio of regeneration to dehumidification as a function of 

regeneration temperature to improve the performance the desiccant wheel for cooling 

application and concluded that the moisture removal capability of the wheel is critical to the 

system overall performance. Kapteijn et al. [13] carried out a review and showed that MOF 

material has higher water uptake compared with SAPO-34 thus can be used for humidity 

control applications.  

In this work, a 1-D mathematical model was developed using finite difference implicit 

method to simulate the moisture removal and the coefficient of performance for a desiccant 

wheel using aluminium fumarate MOF material and silica gel.  

Model description  

Figure 1 shows the details of the desiccant wheel used in this model where dehumidification 

process of air occurs between points (1) and (2) through the red section while the 

regeneration process occurs in the reverse direction through the blue part. Channel 

dimensions and operating conditions for process air are shown in Figure 1(b) and presented in 

table 1.   
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                           a: wheel presentation                                                     b: channel description  

Figure 1: Wheel and air flow passage presentation 

Table 1: physical channel dimensions and operating conditions for process air. 

Desiccant width (Lw) 0.1         [m] 

Channel height (a)  0.0018   [m] 

Channel pitch (b) 0.0032   [m] 

Desiccant thickness (    0.00025 [m] 

Air density (  ) 1.016     [kg/m3] 

Specific heat of air       1005      [kJ/kg/K] 

Thermal conductivity of air (  ) 0.175     [W/mK] 

Specific heat of water vapours      1864      [kJ/kg/K] 

Nusselt number (Nu) 2.45 

Sher wood number (Sh) 2.5 

Atmospheric Pressure (P) 1.01325 × 105  [Pa] 

Facial air velocity (   2 [m/s] 

 

The desiccant wheel channel geometric equations are: 

   =                                                                                                                                            (1) 

   =                                                                                                                     (2) 
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                                                                                                (3) 

   =
     

  
                                                                                                                                               (4) 

Where    is cross sectional area of air flow passage,     is the total cross-sectional area of 

one channel,    represents the perimeter of flow passage for one channel, and    is the 

hydraulic diameter.  

 

The conservation of moisture in the air could be stated as [14]: 

      
   

  
  

   

  
 =                                                                                                             (5) 

The energy conservation for the air is given as:  

        
   

  
  

   

  
 =         +                                                               (6) 

Desiccant moisture conservation is determined by: 

      
  

  
   

  

   
 =                                                                                                            (7) 

Desiccant energy conservation can be written as follows: 

 
   

  
 

   

      
 
   

   
              =          +                  +         

                                                                                                                               (8) 

Where Yd is the adsorbent material equilibrium uptake expressed as a function of the 

desiccant relative humidity as:  

           
  

       
 =        

   

              
                                                                   (9) 

The effective diffusivity (De) is determined as [15]:   

De =   
         

 
  

              
   
  

 
                                                                                (10) 

Where qst is adsorption heat given as; 

                                                                                                  (11) 

Where hfg is the latent heat of evaporation for water and is given by: 

     (2504.4 – 2.4425 Td) × 1000                                                                      (12) 

The desiccant relative humidity for Silica Gel and Aluminium fumarate is given by equations 

13 and 14 respectively: 
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RHd= 0.0078-0.0579*W +24.16551*W2 -124.478*W3 +204.226*W4                             (13) 

RHd= -138.41*W4+ 159.67*W3 - 55.534*W2 + 7.0476*W - 0.0399                                 (14) 

Figure 2 shows the isotherm curve used as equilibrium condition in the model where the 

maximum water uptake that can be adsorbed from air is 0.54 kgwater/kgAF.  

 

Figure 2: Isotherm curve for aluminium fumarate 

The model boundary conditions are as follow: 

   

  
     

   

  
             (15) 

   

  
     

   

  
             (16) 

 

The initial conditions used in this modelling include the initial temperature of the air and 

desiccant (Tp0 and Td0), the water content in desiccant (W0) and the humidity ratio of the air 

and desiccant (Yp0 and Yd0). Figure 3 shows a flow diagram of the developed mathematical 

model and table 2 lists the thermophysical properties of silica gel and aluminium fumarate 

adsorbent materials. 
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Figure 3: Model flow chart 
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Model validation  

Figure 4, and Figure 5 compare the model predicted moisture removal output at various air 

flow velocity and various inlet humidity compared with those predicted by Yadav’s model 

[16] for silica gel. From figure 4, it can be seen that the average deviation in moisture 

removal is 7.6 % and the maximum error is 8.4 % while figure 5 shows maximum deviation 

of 10% and average deviation of 7.7%.   

 

Figure 4: Inlet velocity change vs moisture removal 
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Table 2: Model inputs 

Material  Density 

(  )  

Thermal 

conductivity 

(   )  

Specific 

heat 

(   )  

Surface 

diffusivity 

 

Porosity Maximum 

water 

content 

solid 

tortuosity 

(  ) 

Silica gel  550 0.175 

 

921 

 

1.6e-

10[16]. 

 

0.4 0.34 2.8[17] 

 

Aluminum 

fumarate 

520 0.08+1.4E-

4Tbed [18]. 

970 3.63e-14 

[19]. 

 

0.67 0.54 2.8 
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Figure 5: Inlet humidity change vs moisture removal 

Results and Discussion 

Table 3 shows the predicted COP for desiccant wheels using silica gel and aluminium 

fumarate, which were 0.3684 and 0.6591, respectively. These results were due to aluminium 

fumarate, having a larger capability for adsorbing water than silica gel. The ambient 

temperature at point 1 as input in the model was 30 degrees Celsius, with a specific humidity 

of 17 grams of water in the air. The operational parameters for regeneration air at point 3 

were 70 degrees Celsius and 17 grams of specific humidity. In the processing of silica gel, the 

temperature is raised from 30 to 45.29 degrees Celsius, and the temperature for aluminium 

fumarate is changed from 30 to 44.97 degrees Celsius, which represents a slight decrease 

compared to silica gel by about 0.32 oC. In the regeneration process, however, the two 

materials perform similarly in terms of temperature change, falling from 70 oC to 54.36 oC 

for silica gel and 54.46 for aluminium fumarate, respectively, in contrast to the specific 

humidity change at point 4 of 30.73 and 47.28  
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Table 3:Model results for both regeneration and dehumidification processes  

Material  Initial 

air 

temp.  

( oC ) 

Initial 

specific 

humidity   

Output 

air 

temp.   

( oC ) 

Output 

specific 

humidity 

(g/kg)     

Initial 

air 

temp. 

( oC ) 

Initial 

specific 

humidity   

Output 

air 

temp 

( oC ) 

Output 

specific 

humidity 

(g/kg)   

COP 

For 

desiccant 

wheel  

Moisture 

removal 

(Grams ) 

 Process Process Regeneration Regeneration   

 Point 

1 

Point 1  Point 

2 

Point 2 Point 

3 

Point 3  Point 

4 

Point 4   

Silica gel  30 17 45.29 11.74 70 17 54.36 30.73 0.3684 13.73 

aluminium 

fumarate 

30 17 44.97 4.349 70 17 54.46 47.28 0.6591 30.28 
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for silica gel and aluminium fumarate respectively. This means that aluminium fumarate 

outperforms silica gel by 16.55 grams. From table 3, the moisture removal for aluminium 

fumarate is higher than the moisture removal for silica gel by 45 % at the same operating 

conditions. 

Figure 6 shows the psychometric chart for the de-humification (1-2) and regeneration 

processes (3-4) across the desiccant wheel using silica gel where the relative humidity at 

point 2 is lower than 20% while the relative humidity at point 4 is 30 %. Figure 7 shows the 

de-humification (1-2) and regeneration processes (3-4) across the desiccant wheel using 

aluminium fumarate where the relative humidity at point 2 is lower than 10% while the 

relative humidity at point 4 is 50 %.  

 

Figure 6: psychometric representation for aluminium fumarate 

 

Figure 7: psychometric representation for aluminium fumarate 
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Conclusions  

Desiccant cooling offers many advantages compared to vapour compression cooling systems 

where the desiccant wheel is a key component and affects the performance of such system. 

Also, the use of adsorbent materials in the desiccant when will have major impacts on its 

performance in terms of the moisture removal from the air. In this work, a numerical model 

for a desiccant wheel was developed using MATLAB to predict the wheel's performance 

using aluminium fumarate MOF compared to silica gel. The model was validated against 

published data for silica gel showing maximum deviation in moisture removal of less than 

10%. Results showed that using aluminium fumarate improves the desiccant wheel ability to 

remove moisture from the air by 54%, lowers the relative humidity for process air by 10%, 

and raises the relative humidity for regeneration by 20% compared to silica gel. The results 

show the potential of using aluminium fumarate MOF for desiccant cooling. 
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Abstract  

This paper presents the field testing of a solar thermal plant combined with an ejector-

compression system for building's space cooling applications. The thermal plant uses solar 

parabolic collectors that focus a large area of sunlight towards a tube where circulating oil 

captures the energy. This energy activates the ejector system, which produces a cooling 

effect. The ejector system is integrated into the CanmetENERGY Research Centre's building 

such as to cover part of its air conditioning load, thus allowing to decrease the electrical 

consumption of the main building’s chiller. The current manuscript presents design and 

operation characteristics of the ejector cooling loop, including the usage of multiple ejectors 

with different capacities in order to improve the flexibility and the number of hours of 

operation for this type of system. Performance data and recommendations for performance 

improvement are discussed as well. 

Keywords: Solar cooling; Ejector Technology; Parabolic Collectors; 

Introduction 

Solar ejector cooling systems have raised a lot of interest in the recent years in the scientific 

community, but there is very few published data on full scale installations. For one, 

concentrated thermal solar collectors are useful to provide medium temperature energy (e.g. 

80 °C to 140 °C), that can be used for different building and process applications. In view to 

test this technology in real operating conditions for building operations, the CanmetENERGY 

Research Centre in Varennes (QC, Canada) installed an array of solar parabolic collectors on 

its roof. In winter, the heat is used to assist in the heating of the building. In summer, the 

solar energy is used for space cooling. Among the different heat-driven cooling technologies, 

the vapor ejector technology allows for gas compression using thermal energy instead of 

electricity [1-3]. This offers the opportunity to decrease the electrical consumption of the 

cooling system by eliminating the compressor. In addition, an ejector does not have any 

moving parts and its configuration is simple and cost effective enough to build. This paper 

presents the solar ejector cooling system built and tested at the CanmetENERGY Research 

Centre in Varennes, along with the analysis of some results obtained with two ejectors having 

different capacity, as well as their energy efficiency. 

Solar thermal plant description 

The solar thermal plant consists of eight rows of parabolic collectors installed on the roof of 

CanmetENERGY's building as shown in Fig. 1. Each row is made of 12 metres of polished 

aluminum that are called "mirrors". Absorber tubes are installed at the focal point of the 

parabolic collectors where the solar beams are concentrated. The absorbing tubes are 

embedded in partial vacuum glass tubes, which help reduce the convective heat loss to the 

ambient air. A secondary fluid (thermal oil) circulates inside the absorbing tubes to collect 

the thermal energy. All mirrors and absorbers are installed on pivoting structures. An 

automatic tracking system allows for the optimal orientation of the mirrors at all times. A 

pyrheliometer measures direct sunlight and transfers the data to the tracking system. An 
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inclinometer also helps with the precise positioning of the mirrors. Table 1 shows the features 

of the parabolic collectors, and the rated power and efficiency of the thermal solar collectors. 
 

Table 1: Dimensions and capacity of the solar power plant. 

 

Width of the 

mirrors 

Area reported 

per row 

Number 

of rows 

Total light 

receiving area 

Rated† 

Power Efficiency 

1.18 m 14.1 m2 8 112.8 m2 55 kW 0.49 

†: At 1000 W/m2. 

 

There are normally two possibilities for the orientation of the parabolic collectors: north-

south axis and east-west axis. A north-south arrangement maximizes solar gain in summer, 

while an east-west arrangement maximizes solar gain in winter. For the demonstration 

project, the collectors were oriented in a north-south axis to maximize solar gain in summer, 

to favour the operation of the ejector system for building cooling purposes. The collectors are 

constantly moved throughout each day to track the sun's path. 
 

  

Fig. 1: Pictures showing one row of parabolic solar collectors (left) and the solar power plant (right). 

 

The thermal oil used to collect solar thermal energy is stored in a 500 litre tank. A pump is 

employed to circulate the oil to the collectors and to the building, either for heating in winter 

or to the ejector system for cooling in summer. The solar thermal plant is activated when 

there is a minimum direct sunshine irradiance of 200 W/m2. The collectors cannot use diffuse 

radiation from the sun. Before carrying the heat to the building, the oil temperature has to 

warm up to its set point, which is 90 °C for both the heating mode in winter and the cooling 

mode in summer. As shown in Fig. 2, three-way valves direct the oil to the appropriate heat 

exchanger. The control system of the plant turns off the collectors when direct sunshine 

irradiance falls below 200 W/m2. The preheating time to warm the 500 litres of oil to 90 °C 

is about 100 minutes when the irradiance is 200 W/m2. The maximum oil temperature is set 

to 135 °C and when this temperature is reached, some or the entire eight rows of solar 

collectors are automatically closed in order to prevent overheating of the oil. 

 

Ejector system description 

The R-134a refrigerant is used in the ejector system. Ejector operation consists in using a 

high pressure primary vapor stream mass flow rate (m1) and expanding it in a supersonic 

nozzle to entrain and exchange energy with a secondary vapor stream mass flow rate (m2). 

The two streams are fully mixed and then compressed inside a diffuser at the end of ejector. 
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A high pressure refrigerant pump circulates the liquid refrigerant from a refrigerant receiver 

to a heat exchanger, identified as "Generator" in Fig. 2. Once there, the solar thermal energy 

provided by the circulating oil allows for the complete evaporation of the refrigerant. A 

secondary R-134a liquid stream flows from the tank to an expansion valve before reaching 

the evaporator, where the refrigerant evaporates by collecting heat from the glycol loop of the 

building's air conditioning system. The vapor refrigerant exiting the ejector is sent to an air 

condenser that rejects the condensing energy of the R-134a to the outside air, and the liquid 

refrigerant is returned to the receiver. Finally, a heat exchanger identified below as 

"Regenerator" is used to recover part of the thermal energy of the vapor refrigerant exiting 

the ejector to preheat the liquid refrigerant going to the generator, in order to increase the 

energy efficiency of the cooling system. 
 

 

 

Fig. 2: Schematic of the prototype. 

 

The prototype includes two ejectors of different capacities: 15 kW and 30 kW (Fig. 2) 

representing the nominal thermal energy requirements at the generator to drive each ejectors. 

A 1-D thermodynamic model as well as CFD simulations were employed to design the two 

ejectors and ensure maximum performance at the design point. Figure 3 shows a schematic of 

the designed ejectors along with their dimensions in Table 2. Utilizing two different ejectors 

with different capacities provides more flexibility and allows a higher number of hours of 

operation considering that the energy collected from the solar panels is not constant, but 

rather varies. Hence, three operating capacities are possible: a low capacity of 15 kW by 

using the smaller ejector, a medium one of 30 kW by using the larger ejector, and a higher 

one of 45 kW when both ejectors are used simultaneously. A control strategy was developed 

and implemented such that the appropriate operating capacity is selected based on the oil 

temperature, which is a function of the available solar energy. 
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Fig. 3: Schematic of an ejector including geometrical parameters. 

 

Table 2: Ejector Dimensions (all dimensions are in millimetres). 

 

Capacity α β γ η Dpnt Dpnx Dmix NXP Lpconv Lmix Ldif 

15 kW 10.0° 6.5° 14.2° 3.1° 3.06 4.19 7.08 -16.4 13.5 36.8 172 

30 kW 10.0° 6.5° 14.2° 3.1° 4.33 5.92 10.01 -23.0 19.2 54.6 145 

 

The building air conditioning system is using a conventional chiller system located in the 

mechanical room. This chiller cools a glycol loop that, in turn circulates in all parts of the 

building to meet the cooling load. The ejector cooling system receives the glycol stream 

returning from the building upstream of the chiller, when the glycol is at its highest 

temperature. The ejector cooling system cools the glycol upstream of the chiller, thus 

reducing its electrical consumption. 

 

The prototype is equipped with pressure, temperature and flow measurements allowing for 

mass and energy balance for the refrigerant, the oil and the glycol loops. A data acquisition 

system provides the values of all instruments, at two-second intervals. The performance of 

the ejector cooling prototype is evaluated using the cooling capacity (Qcooling) and the 

compression ratio, defined by the two equations below:  
 

Qcooling = mgly · Cpgly · (Tin – Tout)gly        (1) 

Compression ratio = Pout / P2       (2) 

Where mgly is the glycol mass flow rate, Cpgly is the glycol specific heat capacity, Tin and Tout 

are the glycol inlet and outlet temperatures at the evaporator, Pout is the ejector outlet 

pressure, and P2 is the ejector secondary inlet pressure, which is also the evaporation 

pressure. To operate the prototype, the first step is to start the solar power plant in order to 

warm up the oil. A minimum oil temperature of 100 °C is necessary for the ejector cooling 

system to operate. At that moment, the cooling system refrigerant pump can be started and set 

at a primary pressure of 3000 kPa. The glycol is then allowed to flow to the evaporator, and 

the air condenser fan can be switched on. The expansion valve is set in a position allowing 

the refrigerant temperature in the evaporator to be about 1 °C below the leaving glycol 

temperature. 

Results and discussion 

Figure 4 presents typical results of the Qcooling and compression ratio for the two ejectors 

operated independently, calculated based on summer 2019 collected data. Fig. 4a shows that 

the 15 kW ejector produced a cooling effect of about 6 kW for a nominal thermal energy 

consumption of 15 kW, which corresponds to a thermal efficiency of 40% (which is roughly 

what is expected from thermally driven ejector cooling system). Fig. 4b shows, however, that 
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the 30 kW ejector produced a cooling effect of about 9 kW for a nominal thermal energy 

consumption of 30 kW, which corresponds to a thermal efficiency of 30%. The lower 

efficiency in Fig. 4b is due to the higher compression ratio of about 2.0, compared to about 

1.8 in Fig. 4a. The compression ratio results from a combination of the evaporation pressure, 

which is a function of the glycol temperature coming from the building, and the condensation 

pressure, which is a function of the outside air temperature. Thus, the compression ratio 

fluctuates from day to day and also throughout the day, which continuously influences the 

cooling effect from the ejectors. 

 

The cooling system's electrical coefficient of performance (COPe) is the ratio between the 

cooling capacity (kW) and the electrical consumption (kW). The following three components 

consume a significant amount of electricity: the oil pump, the refrigerant pump and the three 

air condenser fans. The oil pump has a fixed average consumption of 1.5 kW; the refrigerant 

pump consumes 0.4 kW for the 15 kW ejector, and 0.6 kW for the 30 kW ejector; and all 

three air condenser fans consume 1 kW each. Since two fans were used, for the most part, the 

electricity consumption of the air condenser is assumed to be 2 kW. This leads to an electrical 

coefficient of performance of 1.5 for the 15 kW ejector, and of 2.2 for the 30 kW ejector. 

Results are summarized below in Table 3. The use of a more efficient oil pump would 

improve the COPe. Moreover, setting-up the ejector-cooling system differently so that the 

condensation heat is rejected into the ground, thus eliminating the electrical consumption of 

the air condenser, would also greatly improve the COPe. 

 

  

(a) (b) 

Fig. 4: Typical results of Qcooling and the Compression ratio for the two ejectors operated independently; 

(a) 15 kW ejector and (b) 30 kW ejector. 

 

 
Table 3 - Cooling capacity, electrical consumption and electrical COP. 

 Electrical consumption   

Ejector Fans (kW) Refrigerant Pump (kW) Oil Pump (kW) Qcooling (kW) COPe (-) 

15 kW 2 0.4 1.5 6 1.5 
30 kW 2 0.6 1.5 9 2.2 

 

 

 

Conclusions  
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The testing of a solar ejector cooling system prototype in a real environment setting 

allowed to confirm the potential of such system to decrease the electrical consumption of an 

institutional building’s main air conditioning system. This demonstration project allowed as 

well to confirm that a multi-ejector arrangement is an appropriate strategy to deal with 

fluctuation of solar irradiance over the operating time. The two installed ejectors of different 

capacity (15 kW and 30 kW), operated according to the solar thermal energy input, and both 

demonstrated good thermal efficiency ranging from 30% to 40%. Ways to increase the 

electrical COP of the solar ejector cooling system could be investigated further. They include 

the adoption of a system allowing to reject the heat into the ground, instead of an air 

condenser. 
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Abstract (12-pt Times New Roman)

A thermodynamic model is presented to estimate the vortex tube energy separation in terms of
enthalpies of hot and cold exits. The model is a modified version of a previously developed
model for real gases. It is validated using two-phase propane and evaluates the cold exit en-
thalpy with a maximum difference error of 1.78 % and 5.95 % for the hot exit enthalpy. The
model is also implemented in a parametric analysis using transcritical carbon dioxide to study
how the energy separation behaves using two-phase fluids. As the liquid forms inside the vor-
tex tube, the energy separation stays significant even though it declines as the inlet flow quality
decreases. Finally, if the inlet flow quality is high enough, the flow of both hot and cold exits
can be in two-phase conditions.

Keywords: Vortex tube, Two-phase, Carbon dioxide, Thermodynamic model.

Introduction

The vortex tube is a simple device aiming at separating a fluid into two streams. One is usually
separated at a lower enthalpy (or in many cases temperature) than the inlet enthalpy and the
other at a higher enthalpy (temperature). This phenomenon is known as energy (temperature)
separation. The device was invented by Ranque in the 1930s [1]. However, it became more
popular when Hilsch [2] improved the design and provided more understanding of its working
mechanism. Because of its simplicity, low maintenance quality and its intriguing mechanism,
the interest has been increasing over the years to understand the mechanism behind the energy
separation and to diversify its potential applications.

The vortex tube typically consists of multiple inlet nozzles leading to a main vortex chamber
and a tube with two exits, the cold exit and the hot exit. The most popular configurations of
the vortex tube are the counter-flow and the parallel-flow. However, in the recent years, the
research is more focused on counter-flow vortex tubes due to their better performance [3]. The
major difference between both is the location of the cold and hot exits. Both exits are located
on one side in parallel-flow vortex tubes, meanwhile for counter-flow vortex tubes, each is
located on opposite side of the other. In a counter-flow vortex tube, the fluid enters through
tangential nozzles, generating a flow with high swirl velocity in the vortex chamber. The flow
then separates into core cold stream and periphery hot stream throughout the tube.

Even though most studies used air as the working fluid, the research community is now shifting
towards testing various other working fluids that may be needed for different applications of the
vortex tube. Thakare and Parekh [4] conducted a numerical study using air, nitrogen, carbon
dioxide (CO2) and oxygen. They concluded that nitrogen provides the maximum temperature
difference between hot and cold exits, while carbon dioxide offers the least temperature dif-
ference. Aydın and Baki [5] performed experimental trials with three gases: air, oxygen and
nitrogen. For every inlet pressure tested, nitrogen proved to provide the optimum cold tempera-
ture difference, while air showed the least. Wang and Suen [6] presented a comparison between
air and two refrigerants used in refrigeration and air conditioning cycles: R134a and R600. For
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Figure 1. Schematic view of a counter-flow vortex tube.

either cooling or heating in terms of exit temperatures, air showed a clear superiority over both
refrigerants for every cold mass fraction tested. Both refrigerants presented marginal difference
in heating, while R600 exhibited a better cooling effect than R134a. Kırmacı et al. [7] made
an exergy analysis using oxygen, nitrogen and argon. They conducted their experiments under
a pressure range of 150− 700 kPa for different numbers of inlet nozzles and a fixed cold mass
fraction of 0.5. Based on their results, argon exhibited the highest exergetic efficiency for every
nozzle number and at all inlet pressures. On the other hand, nitrogen showed the maximum
exergy losses among other gases even though air showed the lowest exergy efficiency. Liang
et al. [8] used a numerical model (ANSYS Fluent) to simulate a vortex tube using CO2-CH4

mixtures at different molar fractions of CO2. They concluded that cold temperature differ-
ence and cooling power are better as the CO2 fraction decreases. However, the coefficient of
performance decreases with CO2 fraction reduction.

On the other hand, the studies handling incompressible or two-phase flows are still quite scarce,
due to the degradation in the energy separation performance that might happen. Balmer [9]
used a commercial vortex tube to test the temperature separation using liquid water as a working
fluid. Their experiments concluded that a temperature separation of up to 20 degrees is possible
given that the inlet pressure is high enough (20−50 MPa). Collins and Lovelace [10] performed
experiments to evaluate the performance of the vortex tube using two-phase propane. They
studied not only the temperature separation but also carried out an energy separation analysis
represented in the study of the exit enthalpies. Using a fixed value of inlet pressure, they stated
that above an inlet vapor mass quality of 0.8, a significant temperature separation still exits.
On the other hand, as the quality decreases below 0.8, the temperature difference between both
cold and hot exits becomes insignificant even though the energy separation is still maintained
with a substantial enthalpy difference between both exits.

Many thermodynamic models have been proposed to predict the vortex tube performance [11].
Liew [12] developed a model based on the perfect gas assumption where the length to diameter
ratio is restricted to be larger than 20. He developed the model based on a simplified radial
momentum equation, the ideal gas law and the isentropic flow assumption in the inlet. He also
adopted a combination of two reasons for the occurrence of energy separation. The first is
the presence of the radial pressure gradient due to the centrifugal force. He explained that gas
pockets expand and compress between the vortex tube periphery and core while transporting
energy. The second is the higher kinetic energy in the periphery flow that transforms into heat.
It predicted temperatures with an average error of around 1.1% compared to the experimental
data. As an improvement over Liew’s model [12], Lagrandeur et al. [13] extended the model
by considering the effects of inlet nozzles’ friction and the Bödewadt boundary layer in the

680



inlet plane, which greatly improved the predictions at low cold mass fractions. It was validated
with the air experimental data of Camiré [14] and they showed that it greatly outperforms the
predictions of Liew’s model [15].

The analytical models developed previously were dependent on the ideal gas assumption. How-
ever, these models are not suitable to work with real gases nor at high pressure conditions.
Mansour et al. [16] presented a model tackling this problem. Their model uses the virial EoS
and CoolProp to account for the deviation from the ideal gas assumption. The model was val-
idated using air, CO2 and R134a and was compared to the ideal gas model of Lagrandeur et
al. [13]. Both models showed a similar prediction of exit temperatures for air. However, the real
gas model exhibited a significant enhancement over the ideal gas model for exit temperatures
predictions for CO2 and R134a.

In this study, a modification to the thermodynamic real gas model of Mansour et al. [16] is
carried out. The goal of this modification is to broaden the capability of the model to evaluate
the energy separation performance of vortex tubes working with two-phase fluids. The model
is validated with the experimental data of Collins and Lovelace [10] and a parametric study is
executed to assess the vortex tube performance operating under transcritical CO2 heat pump
conditions.

Thermodynamic Model

In this section, the two-phase fluid model development process is described in details. The
model is similar to that of Mansour et al. [16] with some modifications to expand its operating
scope to include two-phase fluids.

Just after the inlet nozzles expansion, Mansour et al. [16] calculates the pressure and density
distributions along the inlet plane depending on the virial EoS and the isothermal inlet plane
assumption. As long as the fluid behaves as a gas, this methodology proved to be efficient
in the evaluation of exits’ temperatures. However, as the expanded flow moves into the two-
phase region, the virial EoS becomes invalid. In addition, there is no enough information
on whether the isothermal assumption holds when operating with two-phase fluids. Hence,
an isentropic inlet plane flow assumption is adopted and the momentum equation is solved
numerically to obtain the pressure and density distributions. The isentropic flow assumption
was also utilized by Deissler and Perlmutter [17] for vortex tube turbulent flow depending
their assumption on meteorological observations of isentropic relation between pressure and
temperature for atmospheric altitude change. Moreover, Mischner and Bespalov [18] adopted
the same assumption with suggesting the use of isentropic efficiency dealing with perfect gas.

As a first step, several reasonable assumptions are taken into consideration to facilitate the
derivation process:

• Steady state flow
• A much higher swirl velocity in comparison to the axial (uθ >> uz) and radial (uθ >>
ur) components in the inlet plane

• The axial derivative is neglected compared to the radial one ( ∂
∂r

>> ∂
∂z

)
• Isentropic process in the inlet nozzles and along the inlet plane
• Isobaric cold exit flow
• Presence of a forced vortex
• Negligible velocity at the hot exit

The model aims at predicting the exit enthalpies (temperatures) of the vortex tube, and in order
to achieve this, the following parameters are taken as inputs to the model:
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• Total inlet (P0in) and exit (Ph and Pc) pressures
• Cold mass fraction (µc), which is the cold exit to inlet mass flow rates ratio (ṁc/ṁin)
• Total inlet specific enthalpy (h0in)
• Radii of vortex tube (rvt), vortex chamber (rvc) and cold exit (rc)

The most challenging section in the model is to develop an equation connecting the flow prop-
erties at the nozzles exit to the cold exit flow properties, and that explains most of the assump-
tions implemented in the inlet plane. Otherwise, the nozzles flow is solved using the isentropic
acceleration assumption while the hot exit properties are computed using the energy equation.

Accounting for the above mentioned assumptions and the continuity equation, a simplified
radial momentum equation writes:

∂P (r)

∂r
=

u2
θρ(r)

r
(1)

where P , r, uθ and ρ are the static pressure, radius, swirl velocity and density, respectively. To
handle the density term in Eqn. (1), the virial equation of state (EoS) is used instead of the
perfect gas law. The implementation of the virial EoS opens the possibility of operating with
real gases and at high pressures. In the present model, the pressure series expansion of the virial
EoS is utilized:

PVm

RT
= 1 +B∗P + C∗P 2 +D∗P 3 + .... (2)

where Vm, T and R are the fluid’s molar volume, static temperature and universal gas constant.
B∗, C∗, . . . , called virial coefficients, are temperature-dependent.

The second integral term of Eqn. (1) is the swirl velocity. Liew [12] derived a mathematical
correlation of the inlet plane swirl velocity based on experimental and numerical tests. Based
on his study, the flow is in a forced vortex state from the vortex tube center up to its radius (rvt).
However, if there is a vortex chamber, the velocity becomes almost constant in it:

uθ(r) =

{
ωer 0 < r < rvt

ωervt rvt < r < rvc
(3)

where ωe is the rotation rate at the nozzles exit. Combining both Eqns. (2) and (3) into Eqn.
(1), the pressure in the resultant equation can then be integrated between the cold exit (Pc at
r = 0) and the nozzles exit (Pin at r = rvc) to get:

ln

(
Pin

Pc

)
+B∗ (Pin − Pc) +

C∗

2

(
P 2
in − P 2

c

)
=

ω2
er

2
vt

RsTin

(
1

2
+ ln

(
rvc
rvt

))
(4)

where Tin and Rs are the nozzles exit static temperature and the specific gas constant, respec-
tively.

To evaluate the exit enthalpies (temperatures) of the vortex tube, the following procedure is
followed:

1. Using the inlet total properties (P0in and h0in), the entropy (sin) is calculated.
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2. Assuming a value for ωe, the inlet static enthalpy (hin) is evaluated:

hin = h0in −
ω2
er

2
vt

2
(5)

3. Using the isentropic nozzles flow assumption, a value for the static pressure (Pin) is
obtained.

4. Using Eqn. (4) and since every term is known, Pin is recalculated and compared to the
one obtained from the previous step. The iteration process is continued on ωe until a
difference error between both pressure values is less than 0.5 %.

5. To proceed with the following steps, density distribution (ρ(r)) along the inlet plane,
has to be calculated. This step is the major difference with Mansour et al.’s [16] study.
To calculate ρ(r), they used the virial EoS which is not suited for two-phase fluids.
Hence, another iteration process is performed using Eqn. (6), which is just a reorga-
nized version of Eqn. (1). The right hand side can be computed accurately. However,
for the left hand side, a final integration value of pressure is assumed and with the isen-
tropic inlet plane flow assumption, the density is computed and the integration is solved
numerically: ∫ P (r)

Pc

∂P (r)

ρ(r)
=

∫ r

0

u2
θ∂r

r
(6)

6. The axial cold exit velocity is uniformly computed:

uz =
ṁc∫ 2π

0

∫ rc
0

ρ(r)r∂r∂θ
(7)

where ṁc is the cold mass flow rate and θ is the rotational angle.
7. Benefiting from the isentropic inlet plane flow and the input Pc, the cold exit static

enthalpy (hc) is computed.
8. The cold exit total enthalpy is calculated using the following equation:

h0c = hc +
u2
z

2
+

uz

ṁc

∫ 2π

0

∫ rc

0

u2
θ(r)

2
ρ(r)r∂r∂θ (8)

9. Using the calculated value of h0c from Eqn. (8) and Pc, the total cold exit temperature
(T0c) is computed.

10. On the other side, the hot exit total enthalpy is calculated using the conservation of
energy:

h0h =
h0in − µch0c

(1− µc)
(9)

11. Finally, the hot exit temperature (T0h) is computed using the knowledge of both h0h and
Ph.

Lagrandeur et al. [13] considered the frictional losses in inlet nozzles and the Bödewadt bound-
ary layer as improvements to the model developed by Liew [12]. In this study, the Bödewadt
boundary layer flow is taken into account. It has proved to be important for low cold mass frac-
tions. The approximated Eqn. (10) developed by Gutsol [19] is used as a simple representation
of the Bödewadt boundary layer mass flow rate escaping from the inlet to the cold exit.

ṁbl = 25rcρ(rc)
√

[(rvt − rc) νωervt] (10)
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where ν is the fluid kinematic viscosity.

For the inlet frictional losses, they are not considered here, since the equations used to recal-
culate the properties are dependent upon the ideal gas law and there is no knowledge by the
authors of the existence of similar equations for real gases or two-phase flows [20]. In addition,
the nozzles’ friction is only a minor contribution to the exergy consumed in vortex tubes using
air [21].

Moreover, a correction factor of h0h is used to prohibit it from approaching infinity when the
value of µc approaches 1 in Eqn. (9). Lagrandeur et al. [21] suggested a similar factor applied
to the cold exit temperature before using the conservation of energy to calculate the hot exit
temperature. The equation suggested for the correction factor writes:

h0h = h0h@µ=0.1 − (h0h@µ=0.1 − h0u) tanh [A (1− µc)] (11)

h0h@µ=0.1 is the hot exit enthalpy calculated by Eqn. (9) at a cold mass fraction of 0.1, h0u is the
cold exit enthalpy computed by Eqn. (8) and A is a scaling factor that controls the transition
value between 0 and 1 of the tanh function and is equal to 1.5. Finally, h0c is recalculated to
comply with the conservation of energy.

Results and Discussion

This section discusses the validation process of the model with two-phase propane experimental
data. Then, the model is utilized to perform a parametric analysis using carbon dioxide as a
working fluid. Phenomena noticed with CO2 are compared to those observed by Collins and
Lovelace [10] in their experiments. Hence, the conclusion will be deducted on whether two-
phase CO2 exhibits similar behaviour as a two-phase propane or not. The selection of CO2 is
based on the fact that transcritical CO2 vortex tube is part of a heat pump system simulated
within the same project.

Table 1. Operating parameters of the two-phase propane experiments of Collins and Lovelace
[10].

Parameter Value
P0in (MPa) 0.791
Pc (MPa) 0.103
Ph (MPa) 0.173 - 0.191
ṁin (g/s) 1.44 - 1.79
rvt (mm) 2.78
rc (mm) 1.015

Initially, the model is validated with the experimental data of Collins and Lovelace [10]. Their
two-phase propane data are suitable to test the ability of the model to predict the energy sepa-
ration. Table 1 displays the operating and geometrical parameters of their vortex tube. These
values are used as input parameters in the model.

Table 2 shows the discrepancies on exit enthalpies between the experiments of Collins and
Lovelace [10] and the present model, for eight data points, which represent every point falling
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Table 2. Exit enthalpies (kJ ·kg−1). Comparison between the present thermodynamic model and
the experiments of Collins and Lovelace [10].

Test Inlet Cold exit Hot exit
x0in h0in µc xc h0c,exp h0c,model Error (%) h0h,exp h0h,model Error (%)

1 0.58 451 0.80 0.77 428 434 1.46 544 511 5.95
2 0.69 488 0.79 0.85 464 468 0.99 578 556 3.74
3 0.71 493 0.79 0.89 480 473 1.39 544 561 3.27
4 0.8 525 0.77 0.94 503 501 0.25 599 599 0.11
5 0.81 531 0.78 0.97 515 507 1.45 589 606 2.96
6 0.82 531 0.79 0.98 518 508 1.78 577 607 5.27
7 0.84 541 0.77 0.97 516 515 0.12 621 617 0.57
8 0.89 557 0.82 1.03 540 535 0.81 632 643 1.82

within the range of two-phase flow (xin < 1). The model provides very good predictions com-
pared to the experiments. It evaluates the cold exit enthalpy with an average error of 1.03 %
and a maximum of 1.78 % only. Meanwhile for the hot exit enthalpy, the error rises slightly
into an average of 2.96 % and a maximum of 5.95 %. Based on these presented data, there is
no clear trend on discrepancies’ variation. The independent variable that is significantly chang-
ing is the inlet flow quality (xin), and regardless, the differences with experiments seem to be
independent of the change with xin.

Table 3. Operating and geometrical conditions of the parametric analysis.
Parameter Value
Pc (MPa) 1
Ph (MPa) 4
T0in (K) 330
ṁin (g/s) 40
rvt (mm) 3.15
rc (mm) 1.45

The second part of this section presents a parametric analysis using the thermodynamic model
with CO2. To perform this analysis, Table 3 exhibits the fixed parameters used in this study. Pc

and Ph are selected to ensure a transcritical expansion in the vortex tube and to provide a high
energy separation, while ṁin was selected as a compliance with a typical heat pump mass flow
rate order of magnitude [22]. The geometrical parameters, rvt and rc, are the same as those
used by Zhu [23].

Figs. 2, 3 and 4 present the variations of both cold and hot exits’ enthalpies with the cold
mass fraction for different inlet pressures: 8 MPa, 11 MPa and 14 MPa. The figures also
exhibit the difference between hot and cold enthalpies for each condition (above each bar). The
first observation is the consistent rise of h with the increase of µc, which is a typical energy
separation behaviour noticed in different studies [10,18]. The second significant observation is
that if P0in increases, the difference between hot and cold enthalpies declines. This is coincident
with what is noticed in Table 4: as P0in increases, xin decreases. Therefore, as the flow quality
at the inlet decreases, the energy separation also declines. The explanation can be that some of
the liquid droplets, due to their small size, gets evaporated during the energy separation process.
Therefore, the drop in enthalpies is noticed. However, even though the quality reaches around
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Figure 2. Variation of hot and cold exit enthalpies with the cold mass fraction for an inlet pres-
sure of 8 MPa.

Figure 3. Variation of hot and cold exits’ enthalpies with the cold mass fraction for an inlet
pressure of 11 MPa.
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Figure 4. Variation of hot and cold exit enthalpies with the cold mass fraction for an inlet pres-
sure of 14 MPa.

0.5, the energy separation is still possible. This is in agreement with Collins and Lovelace’s
conclusion [10].

Table 4 also indicates that the flow qualities at the exits (xc and xh) are significantly affected by
the quality of the inlet flow, especially the cold exit quality. The table presents the maximum
and minimum qualities corresponding to the lowest and highest cold mass fractions, respec-
tively, for both exits. As the inlet quality decreases, the quality of both exits also decreases.
A remarkable observation is at xin = 0.91, the quality of the cold exit is lower. This is mainly
due to the assumption of the isentropic expansion from the nozzles exit down to the vortex tube
core (isentropic inlet plane). This trend will be only observable whenever xin is high as the
opposite is noticed for xin = 0.69 and xin = 0.53. A final conclusion that can be extracted
from the table is that as xin keeps on decreasing and µc is low enough, liquid droplets can be
noticed from the hot exit side. This is why Collins and Lovelace [10] operated at high cold
mass fractions so that the flow from the hot exit could be purely vapor and could be measured
with only pressure and temperature sensors.

Table 4. Inlet and exits flow qualities and their variation with inlet pressure.
P0in (MPa) 8 11 14
xin (-) 0.91 0.69 0.53
xc (-) 0.84-0.88 0.69-0.71 0.57-0.58
xh (-) 1 0.86-1 0.68-0.9

Conclusions

A modified version of the thermodynamic real gas model of Mansour et al. [16] was introduced
to deal with two-phase flow conditions inside the vortex tube. The model was validated with
the experimental data of Collins and Lovelace [10] using propane and a fairly good agreement

687



was obtained for all conditions in terms of both cold and hot exit enthalpies. In addition, a short
parametric analysis was performed to validate, compare and study the phenomena discussed by
Collins and Lovelace [10], however, using carbon dioxide. Carbon dioxide was selected for
this study as it will be used as a vortex tube refrigerant in a heat pump system for further future
studies. The most significant finding is that as the liquid forms due to expansion in the vortex
tube, the device still holds its capability to produce energy separation.
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Nomenclature
Acronym
CO2 Carbon dioxide
EoS Equation of State
Indices
0 Total (stagnation) condition
θ Tangential
c Cold exit
e Nozzle exit
h Hot exit
m Molar
r Radial
vc Vortex chamber
vt Vortex tube
z Axial
Symbol
ṁ Mass flow rate (kg.s−1)
µ Mass fraction (−)
ν Fluid kinematic viscosity

(m2.s−1)

ω Rotational speed (rad.s−1)

ρ Density (kg.m−3)

B∗ Pressure expansion second
virial coefficient (m.s2.kg−1)

C∗ Pressure expansion third virial
coefficient (m2.s4.kg−2)

h Specific enthalpy (J.kg−1)

P Pressure (Pa)

R Universal gas constant
(J.mol−1.K−1)

r Radius (m)

Rs Specific gas constant
(J.kg−1.K−1)

s Specific entropy (J.kg−1.K−1)

T Temperature (K)

u Velocity (m.s−1)

V Volume (m3.mol−1)

x Vapor quality (−)
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Abstract 

The R290 based dual source heat pump (DSHP) has a specifically designed dual source heat 

exchanger (DSHX), able to work as a condenser or evaporator, exchanging heat with brine 

coming from geothermal boreholes, directly with air or against both simultaneously in a smart 

way without complicate control strategies and the requirement of secondary water loops is 

avoided. 

Predictive models have been developed for the DSHX working as condenser or evaporator with 

Propane (R290) as refrigerant. The models developed enable us to face the dimensioning and 

simulation of DSHX evaporator and condenser using brine or air as heat source/sink.  

This study presents the experimental results of a dual-source 10 kW reversible heat pump 

prototype, tested in a climatic chamber in all the possible working modes. The experimental 

campaign has served to validate the models developed for designing the DSHX. 

Keywords: Dual-source heat pump, Heat pump, Dual-source Heat Exchanger, Experimental 

validation, Propane, R290. 

Introduction/Background 

The geothermal heat pumps require a proper sizing of the installation and dimensioning of the 

boreholes. An enlargement of the installation required due to an increase of heating/cooling 

demands leads to a higher quantity of boreholes. If the geothermal installation is not properly 

enlarged, risk of saturation is plausible. In addition, the drilling cost of the boreholes is 

something to be considered when an expansion of the installation is proposed. On the other 

hand, a properly designed geothermal installation in combination with a clever heat pump could 

achieve high COP/EER values and therefore a reduction of the electrical consumption in 

comparison with aerothermal heat pumps.  

Aerothermal installations are cheap but the achieved COP/EER depends on the ambient 

temperature changes; therefore, so does electricity consumption. 

With the aim of combine the benefits of both worlds in a unique device dual source heat pumps 

(DSHP) were developed. Commercially, dual source heat pumps (DSHP) are water/water HP 

which use alternatively water coming from geothermal boreholes or from a secondary 'air to 

water' heat exchanger (fan-coil). This strategy complicates the operation of the heat pump. 

Some researchers tried to develop a DSHP implementing the dual source/sink: water and air, 

directly into the heat pump design. 

Cai et al. 2017 [1], have numerically analysed an indirect DSHP having in parallel an air source 

evaporator and PV/T panels. The key problem identified is that the distribution of the 

refrigerant fluid in the two evaporators strongly affect the performance of the DSHP, and it 

depends on the environmental conditions. 

Dynamic modelling and energy performance analysis of a Dual source Heat pumps using both, 

a plate heat exchanger or fin and tube heat exchanger alternatively based on a combination of 
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3-way valves in the refrigerant circuit was developed by Grossi et al., 2018 [2]. They concluded 

that DSHP can be suggested for the replacement of conventional ground coupled heat pumps 

in presence of undersized BHEs when a significant modification of the building energy demand 

occurs. In addition, they pointed out that energy losses linked to the defrost cycles are avoided 

using DSHP-s. 

Corberan et al. 2018 [3], tested and characterized a DSHP prototype, it was an outdoor ‘plug 

& play’ unit, working with R32 refrigerant and including a variable speed compressor. Their 

development considered that the dual-source heat exchange was accomplished by means of 

two independent parallel heat exchangers. Although in principle, two heat exchangers in 

parallel could be used simultaneously, during the experimental campaign realized that it was 

extremely difficult to control the amount of refrigerant distributed between them and thus only 

one source was used at a time. It was concluded that the DSHP system would be able to reach 

efficiencies close to the Ground Source HP system (yearly SPF4 around 3.6) with half the 

length of boreholes. 

Based on a similar concept of “air-source” and “water-source” evaporators, connected in series 

and operated alternatively, Besagni et al., 2019 [4], carried out a field study of a R410A based 

dual-source Heat pump using solar PVT panel’s refrigeration water or air as heat source. In the 

present study PVT panels were able to support the “water-source” evaporator of the DSHP in 

the winter/spring seasons and support the production of DHW in the summer season. 

According to the author, compared with a “baseline” air-to-water heat pump a reduction of 

15.4% daily averaged energy consumptions was achieved. As previously mentioned, the 

possibility of avoiding defrost cycles was mentioned, as well, in the present study. 

In addition, the refrigeration brine/water coming from a PVT panel combined with air was used 

in the experimental and analytical study of an innovative integrated dual-source evaporator for 

solar-assisted heat pumps by Simonetti et al., 2019 [5]. An Indirect Solar-Assisted, R410A 

based, Heat Pump (I-SAHP) with an Integrated Dual-Source Evaporator was tested by them. 

Different configurations of the dual source evaporator were tested but, in all configurations, air 

is the heat transfer medium from the water to the refrigerant, therefore there is not direct 

exchange between the refrigerant and the brine/water coming from the PVT panel. They claim 

that the system proposed has higher COP in comparison with a standard Air-Source Heat Pump 

(ASHP), with a relative improvement of 14% maximum. 

Lazzarin et al. 2020 [6], develop a performance analysis based on dynamic simulation by 

Trnsys of the plant designed for a refurbished building, based on water-water geothermal heat 

pump based on R410A, combined with glazed PVT panels. The most efficient solution is the 

alternative 60 m2 PVT + 300 m boreholes. They claimed that, increasing the solar field to a 

certain extent permits to reduce the ground field extension with better performances and lower 

costs. 

The current work focuses on the integration between a reversible R290 heat pump and a 

specially designed dual source heat exchanger (DSHX) which allows a combination of 

different sources/sinks, for cooling and heating. Direct heat exchange in between the refrigerant 

and air or brine coming from the boreholes is produced in the same unit, i.e. the Dual Source 

Heat eXchanger (DSHX). The DSHX developed in the frame of Tri-HP project is able to do 

combine both sources/sinks in a smart way without complicate control strategies and the 

requirement of secondary water loops is avoided. Being a reversible heat pump the DSHX acts 

as evaporator in space heating/DHW working mode or as a condenser in space cooling working 

mode. 
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Not only dual installations are going to benefit from the currently developed dual source heat 

pump (DSHP), but district or local cooling-heating networks as well could benefits with the 

possibility of using both sources/sinks, e.g. for compensating the ring that it is decompensated 

because unexpected demands, and so on. 

Design of the Dual Source Heat Pump (DSHP) prototype 

The interest in propane as refrigerant is increasing during the last years due to its thermodynamic 

and transport properties. Being a natural refrigerant with very low global warming potential 

(GWP=3), its main handicap is the issue of being flammable (A3 classified by ASHRAE). Lately, 

there are many heat pump manufacturers which include propane heat pumps among their products, 

or which are working on development of heat pumps using this natural refrigerant. 

The prototype incorporates scroll inverter technology in order to improve the efficiency, adapting 

the performance to different operating conditions and minimizing the part load losses. Based on 

the compressor availability for the required 10 kW R290 DSHP, the selected compressor is model 

YHV0461U-9E9-ABK (R290) provided by Emerson. 

Inclusion of a DSH was decided in order to make use of the high compressor discharge 

temperatures for DHW generation. Based on the working conditions, Alfa Laval’s CB30 unit was 

selected, with 16 plates. 

Regarding the internal unit or the Space Conditioning Heat eXchanger (SCHX), of the reversible 

DSHP, the AC30 with 40 plates was selected, working either as evaporator or condenser 

depending on the operation mode. The AC30 unit includes unremovable integrated refrigerant 

distributor in S3 (refrigerant inlet in cooling duty, outlet in heating duty). It is normally used in 

reversible heat pumps, since the AC30 should not give any trouble in heating duty, considering 

that the outlet refrigerant is subcooled and therefore the pressure drop created by the distribution 

holes is just negligible. 

Electronic expansion valve (EEV) model EXL-B1G/ EXL-125 supplied by Emerson was 

implemented in the prototype in order to keep control of the superheat. In addition, the 4 way 

valve in order to achieve the switching between cooling mode and heating mode by changing the 

flow path of refrigerant was included. Selected valve model was the SHF-20D-46-02, based on 

the refrigerant circuit lines’ diameter (mainly suction and discharge ¾” and ½” respectively) and 

on the required capacity for both cooling and heating modes. 

Considering that the critical component of the present DSHP prototype is the Dual Source Heat 

eXchanger (DSHX), a through description of the mentioned component is going to be presented 

in a specific section. 

Design of the Dual Source Heat eXchanger (DSHX) prototype 

In order to design a DSHX able to work as evaporator and condenser, and in each case able to 

exchange heat with both heat source/sinks, air and water/brine coming from geothermal boreholes; 

a design which fulfils with the heat exchange surface’s requirements for each of the four different 

working modes has been developed. In order to perform the design, four different design tools 

have been defined for determining the capacity of each DSHX working mode and it’s required 

heat exchanging surface. 

With the aim of developing the four dimensioning tools, deterministic models have been 

implemented in EES (Engineering Equation Solver) [7] based on geometry of air source heat 

exchangers or coils, for air source/sink evaporator/condenser and on coaxial tube heat exchangers’ 

geometry for geothermal source/sink evaporator/condenser. 
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In the following subsections each of the deterministic models developed are described and the 

correlations used for determining the refrigerant and secondary fluid heat transfer coefficients are 

presented. 

Air source condenser dimensioning tool 

The developed model has been divided in 3 different zones: the desuperheating zone, the two-

phase zone and the subcooling zone. The addition of the required heat exchange surfaces for each 

zone is going to be the surface of the total heat exchanger derived from the defined geometry. 

Therefore, a percentage of the total surface is dedicated to desuperheating, another percentage is 

dedicated to condensing and the last percentage until 100% to subcooling. The subprogram will 

calculate which percentage corresponds to each of the defined zones based on working conditions. 

The DSHX model working as an air condenser has been developed using the ε-NTU method for 

each of the zone’s in which the model has been subdivided. In addition, the energy balances in the 

coil have been implemented in each of the subprograms 

(Desuperheating/Condensing/Subcooling) in both tube and external or air side, as well as in the 

tube wall. 

Regarding the Heat Transfer Coefficient (HTC) of the air side, the correlation proposed by Wang 

et al. [8] was selected and the HTC validated against a reference HX calculation software. 

On the other hand, for the calculation of the sensible HTC of the refrigerant side in the 

desuperheating and subcooling zones, the following correlations have been implemented 

depending on the flow regime (laminar, transitional or turbulent): 

• In laminar regime (Re < 3.000), the HTC has been determined by the correlation proposed 

by Shah and London [9]. 

• In turbulent regime the implemented correlation for Re numbers in between 3.000 and 

10.000 is the one proposed in the VDI heat Atlas [10]. 

• For transitional flow an interpolation between the results obtained for laminar flow and 

turbulent flow (3.000<Re<10.000) correlations has been carried out in agreement with the 

strategy proposed by Nellis and Klein [11]. 

• Finally, for turbulent regimes with Reynolds numbers higher than 10.000 the Dittus-

Böelter [12] correlation has been used. 

For the calculation of the HTC in the condensing zone the correlation recently proposed by Shah 

[13][14] has been implemented. 

Finally, two more procedures have been defined in the model in order to calculate the pressure 

drop trough the coil in the air and in refrigerant side. The model uses the correlations proposed by 

Wang et al. [8] for the air side and the correlation proposed by Ould Didi, Kattan and Thome [15], 

for two phase pressure drop on the tube side. 

Air sink evaporator dimensioning tool 

The developed model has been divided in two different zones, the two-phase zone and the 

superheating zone. The sum of the required heat exchange surfaces for each zone is going to be 

the surface of the total Heat exchanger derived from the defined geometry. Therefore, a percentage 

of the total surface is dedicated to evaporating and the rest of the surface to superheating. The 

subprogram will calculate which percentage corresponds to each of the defined zones based on 

working conditions. 

A dehumidifying coil normally removes both moisture and sensible heat from entering air. In the 

DSHX working as evaporator, the air cooled is a mixture of water vapour and dry air gases. Both 

lose sensible heat when in contact with a surface cooler than the air. The removal of latent heat 
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through condensation occurs only on the portions of the coil where the surface temperature is 

lower than the dew point of the air passing over it. 

When the coil starts to remove moisture, the cooling surfaces carry both the sensible and latent 

heat load. As the air approaches saturation, each degree of sensible cooling is nearly matched by 

a corresponding degree of dewpoint decrease. The latent heat removal per degree of dew-point 

change is considerably greater. A subprogram has been defined in which the coil under completely 

dry and completely wet regimes has been simulated according to the air and refrigerant streams 

input conditions and the physical properties of the selected coil. Calculation of the efficiency of 

fins in both dry and wet regimes has been taken into account in the present model. The efficiency 

of fins has been calculated using Bessel functions according to [16]. The dry coil calculation has 

been developed using the ε-NTU method. 

On the other hand, for the calculation of wet coil different methods have been tested; but finally, 

a modified version of the model proposed in [17] has been implemented. That method is based on 

mean logarithmic temperature difference (LMTD) and on the mean effective difference in air 

enthalpy between airstream and surface (LMHD). In addition, the energy balances in the 

evaporator are implemented in the subprogram in both tube and external or air side, as well as in 

the tube wall. 

This model is based on ε-NTU and LMTD and LMHD equations and uses Braun’s [18] hypothesis 

to simulate the behaviour of the evaporator’s air side. A procedure has been defined in order to 

implement the Braun’s hypothesis, which generally leads to an error less than 5% of the total 

energy rate. 

The evaporator has been discretised in 2 zones: an evaporation and a superheating zone. For the 

sensible heat transfer, the same correlations described for the calculation of sensible zones of the 

condenser model have been implemented (see previous section). On the other hand, the 

correlations proposed by Mishima et al. [19] and Shah [20] have been implemented for the 

evaporation zone. It should be mention that the results obtained by both correlations are in 

agreement. 

In addition, in order to calculate the HTC of the air side, the correlation proposed by Wang et al. 

[8] has been selected for both wet and dry regimes. Finally, as in air source condenser case, two 

more procedures have been defined in the model in order to calculate the pressure drop trough the 

coil in the air side, and for the two-phase pressure drop in tube side. 

Ground source condenser dimensioning tool 

As in case of the air source condenser dimensioning tool, the developed model has been divided 

in three different zones: the desuperheating zone, the two-phase zone and the subcooling zone. 

The sum of the required heat exchange surfaces for each zone is going to be the surface of the 

total heat exchanger derived from the defined geometry. Therefore, a percentage of the total 

surface is dedicated to desuperheating, another percentage is dedicated to condensing and the last 

percentage until 100% to subcooling. The subprogram will calculate which percentage 

corresponds to each of the defined zones based on working conditions. In case of the ground 

source dimensioning tool, the heat exchange will take place in a coaxial tube HX, but the 

dimensioning should be in agreement with the number of tubes, circuits diameters, etc. of the air 

source heat exchanger. 

The method employed in order to calculate the three subprograms included in the ground source 

condenser dimensioning tool is the ε – NTU (effectiveness – Number of Transfer Units). The ε – 

NTU is considered the most suitable method when the available inputs are the streams’ supply 

conditions and the geometry of the heat exchanger, and the objective is to obtain the exhaust 
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conditions of each stream. The method is implemented combined with energy balances on both 

sides (Refrigerant/Brine) and on the wall. 

The correlations implemented for the calculation of the HTC in the refrigerant side in the 

desuperheating and subcooling zones, are previously described in the air source condenser section. 

In addition, the same correlations have been implemented for the Brine/Water side. 

On the other hand, for in tube condensing HTC, the correlation proposed by Shah [13] [14] has 

been employed as in the case of the air source condenser dimensioning tool. Finally, two more 

procedures have been defined in the model in order to calculate the pressure drop trough the 

coaxial Heat exchanger in the Brine side, using the classical theory of Darcy Weisbach with the 

friction factor proposed on ref [22] and for the two phase pressure drop on the external tube side 

of the coaxial HX the proposed by Ould Didi, Kattan, Thome [15] based on Friedel’s correlation. 

Ground sink evaporator dimensioning tool 

The developed model has been divided in two different zones the, the two-phase zone and the 

superheating zone, as in the case of the air source evaporator dimensioning tool. The sum of the 

required heat exchange surfaces for each zone is going to be the surface of the total heat exchanger 

derived from the defined geometry. Therefore, a percentage of the total surface will be dedicated 

to evaporating and the rest of the surface to superheating. The subprogram will calculate which 

percentage corresponds to each of the defined zones based on working conditions. 

As in the case of the ground source condenser dimensioning tool the method employed in order 

to calculate the two subprograms included in the ground source evaporator dimensioning tool is 

the ε– NTU (effectiveness –Number of Transfer Units). 

In order to obtain the sensible heat transfer coefficient for the refrigerant side in the superheating 

zone and in the brine side, the correlations implemented depending on the flow regime are already 

presented in the air sink evaporator’s section. 

On the two-phase zone, as in case of the air source evaporator dimensioning tool, the correlations 

proposed by Mishima et al. [19] and Shah [20] have been implemented. 

Finally, two more procedures have been defined in the dimensioning tool in order to calculate the 

pressure drop trough the coaxial heat exchanger in the refrigerant and in the brine side. In the 

procedures the modification of the Friedel correlation proposed by Ould Didi, Kattan and Thome 

[15] has been used for the two-phase pressure drop calculation. The classical theory of Darcy-

Weisbach has been implemented using the friction factor proposed on [22] in order to obtain the 

pressure-drop on the tube side. 

Geometry of manufactured first DSHX prototype 

The selected geometry, which fulfils the design requirements, manufactured by Koxka group, is 

detailed in the following paragraph: 

Tube pitch= 55E-3 (m); Row pitch= 27.5E-3 (m); Tube length= 0.9 (m); External tube’s outer 

diameter= 15.875E-3 (m); Internal tube’s outer diameter= 9.52E-3 (m); External tube thickness= 

0.38E-3 (m); Internal tube thickness= 0.78 E-3 (m); Number of tubes per row= 16; Number of 

rows= 6; Number of circuits= 6; Fin pitch= 2.5 E-3 (m); Fin thickness= 0.11E-3 (m). 
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Figure 1. Dual source Heat eXchanger (DSHX) prototype 

Experimental campaign, Results and discussion 

DSHP in cooling mode using air as heat sink 

In cooling-air working mode, the DSHX acts as air dissipated condenser. Therefore, the SCHX 

works as evaporator in the dual source heat pump. The heat pump was tested for different ambient 

temperatures 27 °C, 35 °C and 45 °C, chilling water from 12 °C-7 °C and from 23 °C -18 °C, at 

its nominal operating point with compressor working at 70 rps and at different partial loads at 40, 

50, and full load 90 rps. The EER and cooling power for testing points at different compressor 

speeds (rps) and SCHX and DSHX supply streams temperatures are presented in the following 

Figures. 

 

Figure 2. EER, for DSHP at different compressor speeds (rps). Obtained for different SCHX and DSHX 

supply streams temperatures. 
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Figure 3. Cooling power, for DSHP at different compressor speeds (rps). Obtained for different SCHX 

and DSHX supply streams temperatures. 

In figure 4, it could be seen the deviation between the condenser capacity estimated by the 

dimensioning tool and the experiment one. The deviation is below 10 % for all of the testing 

points. Therefore, the numerical model can be used for predicting the capacity of the DSHX as air 

source condenser. The model tends to slightly over-predict the behavior of the DSHX in air 

condenser mode, but differences below 10 % are acceptable.  

 

Figure 4. Heat capacity deviation between predictive model and real behaviour of the DSHX working as 

air cooled condenser. 

DSHP in heating mode using air as heat source 

At heating mode, the DSHX acts as an evaporator, therefore the SCHX works as a condenser and 

the DSHP is producing space heating. Based on testing points defined, the DSHP was tested for 

7 °C ambient air temperature, producing warm water from 30 °C to 35 °C, from 40 °C to 45 °C, 

from 47 °C to 55 °C and from 52 °C to 60 °C. The testing campaign was developed with the 
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compressor at its nominal operating point, 70 rps and at different partial loads: 50 rps, 60 rps and 

90 rps (full load). The testing points at different conditions are presented in the following figures. 

Due to an abnormal refrigerant pressure drop on the DSHX, the achieved COP and SCHX power 

values are lower than expected in heating mode. This aspect related to the pressure drop in the 

evaporator is a critical point discovered during the testing campaign. Values below 0.5 bar were 

expected, i.e. experimental values are around 4 times higher. Consequently, the evaporation 

temperature was lower than expected. Values of pressure drop up to 1.9 bar were achieved at 

highest compressor speed. These values are unacceptable and as a result the difference between 

suction and discharge pressure in the compressor is elevated up to 4 K. 

 

Figure 5. COP achieved by DSHP for different compressor speeds (rps). In different SCHX working 

conditions. 

 

Figure 6. Heat flow achieved by DSHP for different compressor speeds (rps). In different SCHX working 

conditions. 

Taking into account that at the condensing mode, the values of refrigerant pressure drop inside the 

coaxial tubes were lower than 10 kPa, and at evaporation mode these values increase up to 190 

kPa, it is clear that the origin of that huge pressure drop falls on the only circuit difference in 
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between the evaporator and condenser modes, i.e. the distributor. Apparently, an incorrect 

selection of the mentioned distributor was made by the manufacturer. 

In figure 7, the deviation between the DSHX capacity estimated by the dimensioning tool and the 

experimental results can be observed. The deviation is below 10 % for all of the testing points. 

Therefore, the numerical model can be used for predicting the capacity of the DSHX as air source 

evaporator. It should be mentioned that the capacity obtained from the thermodynamic model was 

obtained introducing the refrigerant pressure drop values obtained experimentally 

 

Figure 7. Capacity deviation between predictive model and real behaviour of the DSHX working as air 

evaporator. 

DSHP in cooling mode using water as heat sink 

Furthermore, the DSHP working as a water-water chiller, with the DSHX working as a condenser 

using brine or water from the geothermal boreholes was experimentally tested. In the present case, 

the SCHX works at evaporator mode. 

The DSHP was tested for different water sink (rejection) temperatures, i.e. 25 °C and 30 °C. A 

cold-water supply from 12 °C to 7 °C was analyzed. The compressor speed varied from its 

nominal operating point at 70 rps, to different partial loads at 50 rps, 60 rps, as well as at a full 

load at 90 rps. The testing points at different conditions are presented in the following figure. 
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Figure 8. EER against compressor speed, for different DSHX supply temperatures. 

It should be mentioned that, as it happened with the pressure drop on the refrigerant side in the air 

sink DSHX, values around 10 kPa or below are achieved in the water sink DSHX. Pressure drop 

values achieved in condenser mode in the range of 10 kPa are acceptable values for the refrigerant 

side, which contrast with the values achieved in evaporator mode. As previously mentioned, in 

condenser mode, there is not a distributor in the entrance of the DSHX. Therefore, the high 

pressure drops in evaporator mode are caused by an inappropriate distributor.  

The following figure shows the deviation between the dimensioning tool estimated DSHX heat 

flow and the experimentally obtained value. As it can be seen in Figure 9, the deviation for the 

same testing conditions is below 15% for all the points tested. The model overpredicts slightly the 

behavior of the DSHX at ground source condenser mode, but the difference could be considered 

acceptable. 

 

Figure 9. Capacity deviation between predictive model and real behaviour of the DSHX working as 

ground source condenser. 
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DSHP in heating mode using water as heat source 

The DSHX acts as an evaporator but in this case using water instead of air to evaporate the 

refrigerant. The water coming from the boreholes flows through the internal tube, delivering heat 

to the annulus part of the coaxial tube, where the refrigerant evaporates. Furthermore, the SCHX 

performs as a condenser receiving hot water from Space Heating water loop at 30 °C and 40 °C. 

The DSHP has been tested for different water source temperatures, 7 °C, 12 °C and 16 °C to 

delivery warm water on the SCHX at 35 °C and 45 °C. Several compressor speeds have been 

investigated from 50 rps to 90 rps. The testing points at different conditions are presented in the 

following figures. Tendencies can be observed in Fig. 10 and 11 showing the influence of 

compressor speed on the heat capacity of SCHX and the COP, for different DSHX water/brine 

supply temperatures. 

 

Figure 10. COP against compressor speed, for different DSHX and SCHX supply temperatures. 

The COP and the Heating power values are lower than expected, as it happened when using air as 

the heat source for the evaporator, the pressure drops achieved in the refrigerant side are very high, 

due to inappropriate distributor. For the highest compressor velocity (5400 rpm), the pressure drop 

achieves values up to 2 bar, which are too high values. Consequently, the evaporation temperature 

falls up to 4 K respect to the expected.  
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Figure 11. Heating power against compressor speed, for different DSHX and SCHX supply temperatures. 

Figure 12 shows the deviation between the experimentally measured heat flow of the DSHX 

acting as an evaporator and the calculated by the deterministic model/ dimensioning tool. As 

mentioned previously, the experimentally achieved refrigerant pressure drops in the DSHX were 

reproduced in the deterministic model in order to obtain the DSHX’s capacity: Therefore, a fair 

comparison between the experimental and numerical model simulated results was performed. As 

can be seen the deviation is below 10% for all of the testing points. Therefore, the numerical model 

predicts the evaporation heat with a good accuracy and could be used as dimensioning tool. 

 

Figure 12. Capacity deviation between predictive model and real behaviour of the DSHX working as 

ground sink evaporator. 

Summary/Conclusions  

An experimental testing campaign was conducted to investigate the performance of a Dual source 

Heat Pump (DSHP) and the innovative Dual source heat exchanger (DSHX) working in a steady 

state propane reversible Heat Pump. The performance of the DSHX working as evaporator and 

condenser, both using air or water as heat source/sink was analysed. The DSHP shows promising 
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performance under the design conditions and the achieved results are in agreement with the 

expected values in cooling mode and a deviation was found in heating working mode. The 

experimental results indicate that the dual Source heat exchanger can be a promising technology 

for developing Dual Heat pumps able to combine both air and/or water as heat source/sink in an 

efficient way. 

In air-water heating mode the DSHP achieved a heating power of 9.1 kW and a COP of 3.2 at 

design conditions (Air supply:7 ºC- Water supply: 40ºC) and compressor speed of 70 rps. 

According to the design a heating capacity of 10.4 kW and a COP of 3.7 were expected. As 

previously explained, it is suspected that mentioned deviation is due to lower mass flow rate is 

achieved during the testing campaign for the same compressor velocity (and electricity power 

consumption). Probably the elevated pressure-drop produced in the distributor is the origin of 

mentioned deviation. 

In air-water cooling mode the DSHP achieved a cooling power of 9.85 kW and a COP of 3.54 at 

design conditions (Air supply:35 ºC-Water supply: 12ºC) and compressor speed of 70 rps. 

According to the design a heating capacity of 9.9 kW and a COP of 3.43 were expected. 

In water-water Heating mode a heating capacity of 9.3 kW and a COP of 3.3 at design conditions 

(Ground supply:7 ºC- Water supply: 40ºC) and compressor speed of 70 rps were achieved. 

According to the design a heating capacity of 11.7 kW and a COP of 3.9 were expected. As in 

case of air-Water heating mode it is suspected that the distributor’s elevated pressure drop is on 

the origin of mentioned capacity reduction. 

Finally, in water-water cooling mode cooling capacity of 9.45 kW and a COP of 4.1 at design 

conditions (Ground supply:30 ºC- Water supply: 12ºC) and compressor speed of 70 rps were 

achieved. According to the design a cooling capacity of 10.35 kW and a COP of 4.3 were 

expected. 

The performance of the DSHX working as an evaporator and condenser, both using air or water 

as heat source/sink, agrees with the design/dimensioning models developed. The validated 

dimensioning tools will be used for the second prototype design. 
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Abstract 

The interest in using nanofluids as a key thermal management agent to enhance the heat 

dissipation capabilities have increased over the last years. Due to their characteristics to 

enhance the thermal conductivity of the working fluid when compared to the base fluid, new 

lines of applications have been considered. However, since nanofluids are known to present 

stabilities issues over time, the use of this special type of working fluid has been limited to a 

few applications like heat pipes. Nanofluids stability is important to ensure their reliability 

towards their application in several other thermal management devices, like microchannel 

heat exchangers. Therefore, this paper presents the latest advances in obtaining reliability 

related to nanofluids stability, focusing on their use in a more wide range of application. 

 

Keywords: Thermal Management, Nanofluids, Stability, Heat Transfer. 

 

Introduction 

Since it appeared as a potential solution to the physical limitation of heat dissipation 

equipment using regular working fluids, nanofluids have been extensively investigated as a 

key component in thermal management systems, with a promise of enhancing the overall 

performance by the addition of solid nanoparticles in a base fluid [1]. Great development of 

nanofluids applied to passive thermal control devices, such as heat pipes and pulsating heat 

pipes, have shown the importance and capabilities of this working fluid in enhancing the 
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overall heat dissipation and transport in those devices [2-6]. However, due to issues related to 

the stability of nanofluids over time, their application in a more general matter have raised 

concerns related to their potential use in a wide range of commercial equipment. 

Besides the fact that the combination of a base fluid and solid nanoparticles must present a 

chemical compatibility, the resulting nanofluid must also present stability in its structure in 

order to be able to perform as expected for a long time, with minimal sedimentation of its 

solid material that may cause lack in performance [7]. 

It is now widely considered that one of the main challenges of nanofluids applications 

particularly in thermal management systems is their long-term stability. Although large 

numbers of studies have been reported on the influence of stability of nanofluids on their 

thermal conductivity [8-13], very few studies have been conducted on the issue of stability 

for the cooling application like in convection heat transfer performance in various systems. 

Nanofluids stability effects on the thermal performance of heat pipes was critically reviewed 

by Cacua et al. [14]. The review confirmed that that nanoparticles’ deposition on the 

evaporator surface and wick or groove structures were responsible for the increase or 

decrease in the thermal performance of heat pipes and stability played a major role for their 

deposition. Ensuring long-term stability is critical for not only the thermal performance but 

also for the smooth running and longevity of the systems. Thus it is of outmost important to 

study and critically analyze the effect of stability of nanofluids toward their application in 

thermal management systems.   

 

Nanofluids Stability and Issues 

Nanofluids stability starts with its preparation. There are two common techniques to prepare 

nanofluids. The first is one-step methods where nanoparticles are directly synthesis in the 

host medium and two-step methods where dry nanopowders are mixed or dispersed in a host 

medium (known as base fluid).  Although the former technique yields better stability of 

nanofluids, the latter one is most widely used due to availability of variety of nanoparticles 

and also to prepare relatively large quantity of samples for heat transfer application. Despite 

preparing nanofluids in any of these methods, nanofluids still required other engineering and 

chemical processing to improve their stability as stability of nanofluids is not only necessary 

for their optimum thermophysical properties but also critical for their usage as heat transfer 

fluids in numerous applications. In order to improve the stability researchers commonly and 

first apply ultrasonication to the prepared or obtained nanofluids. However, ultrasonication 

parameters such as power, amplitude and importantly optimum time must be obtained for 
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each sample nanofluids by assessing the level of stability through different type of stability 

evaluation methods such as spectral absorbency analysis (UV-vis or NIR), electrokinetic 

potential determination (pH and Zeta potential) as well as microscopic imaging like TEM or 

SEM. Another widely used method to improve stability is to employ small quantity (within 

the critical micelle concentration) of suitable surfactant to the nanofluids. Schematic of 

stability improvement and evaluation of nanofluids is presented in Figure 1.  Although it is 

very challenging to achieve a long-term stability as many factors such as nanoparticle types, 

size shapes, purity and degree of agglomerations as well as properties of the base fluids are 

involved in this process, before evaluating thermophysical properties and thermal 

performance in any systems like convective heat transfer, nanofluids must go through 

rigorous stability study and be established as stable nanofluids. 

 

Figure 1. Schematic presentation of stability concept of nanofluids. 

 

Current and Potential Applications of Nanofluids 

Considering the enhancement in thermal performance that nanofluids can deliver, they can be 

potentially applied to any thermal system. However, issues related to stability are the major 

concern and need to be properly addressed. Initial application of nanofluids have been done 

in heat pipes with significant enhancements in their performances, resulting in lower heat 

sources temperatures [15-17]. However, the correct selection of a base fluid and solid 

nanoparticles plays an important role in this enhancement, as the chemical compatibility 

check must be properly performed to avoid failure during long term operation. Such issues 

have been reported in previous studies, but they are usually overlooked by researchers and 

designers, causing the thermal device to seize its operation compromising the overall thermal 

management system [18,19]. 

Another found when applying nanofluids in thermal management systems is related to the 

correct selection of models that need to be used to predict its behavior. Several authors have 

reported different models to calculate thermophysical properties like thermal conductivity, 
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density, viscosity, etc, but even though they used the same base fluid and nanoparticle, there 

are substantial differences in the results. Such analysis can be made by a direct comparison as 

presented by Table 1. 

 

Table 1. Thermal enhancement ratio for CuO and water nanofluids. 

 

 

From the several potential applications when using nanofluids, one that has gained attention 

and has presented substantial development is related to its use in pulsating/oscillating heat 

pipes (PHPs). Operating by means of liquid slugs/vapor plugs, PHPs are able to transport heat 

over long distances efficiently with any gravity orientation. Since they are built from 

meandering tubes bent to form several parallel channels, their low cost construction and high 

thermal efficiency have attracted the attention for many applications, from military to 

aerospace. With the continuous need to increase the heat dissipation capabilities of this type 

of device, nanofluids have found an important application with substantial improvements in 

the overall PHP's performance [1,15]. Figure 2 shows the schematization of a PHP embedded 

in the structure to promote the heat dissipation of PCBs. 

 

Author

8.0 1.020 0.020 20 0.5

8.0 1.080 0.090 20 0.5

Karthikeyan et al 8.0 1.130 0.100 20 0.5

[20] 8.0 1.190 0.300 20 0.5

8.0 1.250 0.800 20 0.5

8.0 1.316 1.000 20 0.5

33.0 1.197 0.500 55 1

Nemade et el 42.0 1.134 0.500 55 0.75

[21] 46.0 1.124 0.500 55 0.5

53.5 1.087 0.500 55 0.25

25.0 1.050 0.010 26 1.5

25.0 1.120 0.020 26 1.5

Khedkar et al 25.0 1.130 0.030 26 1.5

[22] 25.0 1.160 0.040 26 1.5

25.0 1.170 0.050 26 1.5

25.0 1.320 0.075 26 1.5

42.5 1.080 0.020 25

Wang et al 42.5 1.100 0.040 25

[23] 42.5 1.110 0.100 25 not informed

42.5 1.125 0.150 25

42.5 1.160 0.400 25

50.0 1.020 0.004 28 6

50.0 1.060 0.008 28 6

50.0 1.100 0.012 28 6

50.0 1.130 0.016 28 6

50.0 1.050 0.004 50 6

Pryia et al 50.0 1.160 0.008 50 6

[24] 50.0 1.250 0.012 50 6

50.0 1.320 0.016 50 6

50.0 0.950 0.004 55 6

50.0 1.240 0.008 55 6

50.0 1.330 0.012 55 6

50.0 1.430 0.016 55 6

Sonication

Time (h)

CuO Nanoparticle Thermal Enhancement Volume Fraction Temperature

Size (nm) Ratio (vol.%) (ºC)
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Figure 2. Embedded PHP for heat dissipation of PCBs.  

 

 In order to verify the operation of PHPs, Fig. 3 presents the device that has been used 

for testing with a CuO-methanol nanofluid, using 3.5% w.t. of solid nanoparticles mixed in 

ultra pure methanol as the base fluid. 

 

Figure 3. PHP utilized during the tests. 

 

Figure 4 presents the schematics of the test rig, where heat was absorbed using a skin heater 

and dissipated via forced convection promoted by a fan. Thermocouples were placed as 

shown in the figure, in order to obtain the temperature readings during the PHP's operation. 

Both evaporator and adiabatic sessions were fully insulated, only keeping the condenser 

session without insulation. 
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Figure 4. PHP's schematics applied during the tests. 

 

The results presented by Fig. 5 show the intense pulsations obtained during the tests when the 

PHP was operating with 50W of heat applied to the evaporator. Due to the physical 

parameters of this device, the critical vapor velocity was generated at a heat load of 45W, 

which caused the intense pulsations.  

 

 

Figure 5. PHP operation with CuO-methanol nanofluid. 

 

Until reaching this power level, the PHP was basically operation under film evaporation 

conditions that result in lower thermal conductances and high temperature differences 
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between the evaporator and condenser. When reaching the critical vapor velocity, intense 

nucleating boiling is observed which is enhanced by the presence of the solid nanoparticles 

that act like additional nucleation sites, thus resulting in more vapor bubbles formation and 

displacement.  

Figure 6 presents the comparison between the operation of the PHP with the base fluid only 

(water) and the nanofluid, related to the thermal conductances observed. From the results, the 

PHP operating with the CuO-water nanofluid presented higher thermal conductances, which 

represent that the device was performing better with the nanofluid when compared with the 

operation with the base fluid only. 

 

 
 

Figure 6. Thermal conductances for the nanofluid operation with the PHP. 

 

The increase in the thermal conductances when using the CuO-methanol nanofluid can be as 

much as 20% when compared with pure methanol [15]. However, stability of the nanofluid 

can still be an issue that requires full attention especially when the choice of the base fluid 

and solid nanoparticle is not in accordance to their chemical compatibility the process utilized 

to mix them is not entirely appropriate. 

 

Conclusions 

The use of nanofluids in thermal management systems has become an important and direct 

application for this new type of working fluid. Nanofluid stability can play a major role in the 
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overall thermal management device performance, which will directly impact its operation. 

Proper chemical compatibility between the base fluid and the solid nanoparticle must be 

checked to avoid potential instabilities in the mixture, as nanofluids must go through rigorous 

stability study and be established as stable nanofluids. Considering the application of PHPs 

with nanofluids, it has shown promising results in several projects when the correct choice of 

a base fluid and solid nanoparticles is done. Enhancement in the PHP's operation conditions 

and increase in its thermal conductances can be obtained, which represents that PHPs with 

nanofluids can be considered remarkable thermal management devices. 
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Abstract  

Current cooling solutions for the renewables sector appear to have bottomed out and have not 

evolved for a long time in terms of cost, service life, reliability and maintenance. The use of 

thermosyphons as a cooling element has proven to be highly suitable, in terms of cost and 

efficiency, in various applications (space, aeronautics, military…) including the renewables 

sector (ALAZ-ARIMA). On the other hand, the appearance of nanofluids opens a new way of 

improving the different cooling devices, including thermosyphons. The present work focuses 

on the experimental analysis of the influence of nanofluids on the thermal transport capacity 

of a thermosyphon based cooling system designed to cool down a 5 MW PV inverter. The 

effect that parameters such as type of nanoparticle, size and concentration have on the 

thermal transport capacity of the thermosyphon are shown. The base fluid is distilled water 

and the nanofluids studied are based on TiO2, Al2O3 and Cu coated by C (C@Cu). This work 

aims to show the cooling potential of the thermosyphon + nanofluid technology in the 

renewable sector. 

Keywords: Nanofluids, Thermosyphon, cooling technology. 

 

Introduction 

Thermosyphons are passive heat transfer devices characterized by high thermal conductivity. 

Its operating principle is the phase change of a working fluid [1,2]. Nanofluids emerged as a 

key component to increase the heat transfer potential of these passive devices. Since their 

appearance, numerous works [3, 4] have been carried out showing such ability. 

There are several challenges that a thermal engineer must face when using nanofluids, one of 

them is their stability over time [5-7], the other and more important, is their influence on the 

thermosyphon performance. 

 

Objective and Case Study 

Today, the thermosiphon is not a widespread cooling device in the field of renewable energy 

converters, much less its combination with nanofluids. This work presents a thermosiphon 

performance when cooling down a 5KW photovoltaic inverter, figure 1 a), and using 

different nanofluids. In all cases the base fluid is distilled water. Different nanofluids are 

considered, the commercial ones, table 1 a), and those formulated at home, table 1 b). 

The figure 1 b) shows a prototype of a thermosyphon pack used for a photovoltaic converter. 

Tests were done on a single thermosyphon. 
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Table 1. a) Commercial nanofluids; b) home formulated 

 

     
Figure 1. a) 5KW photovoltaic inverter; b) Thermosyphon pack 

Discussion and Results 

The effect of the type of nanoparticle, concentration and size on the thermosyphon performance, 

thermal resistance (ºC/W), is analysed. The different nanofluis tested are recorded in table 2.  

Table 2. Information about the nanofluids tested 

Identification Commercial name NP type NP Size 

(nm) 

Concentration 

(%wt) 
A14 

Aerodisp@ W640ZX 

Al2O3 

113 
1.5 

A15 3 

A17 
CAB-O-SPERSE PG003 131 

1.5 

A18 3 

A20 CAB-O-SPERSE PG008 119  

A22 

Aerodisp@ W740ZX TiO2 128 

0.5 

A23 1.5 

A24 3 

A25 
CAB-O-SPERSE PG008 

Al2O3 

119 
0.05 

A26 0.5 

A27 
Aerodisp@ W640ZX 113 

0.05 

A28 0.5 

A31 ------- Cu ---- 0.05 

A32 ------- 
Cu@C 

185 0.05 

A34 ------- 161.7 0.1 

a) b) 

a) b) 
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A35 ------- 221.5 0.5 

A36 ------- 181 1 

A38 ------- 

Cu 

291 0.1 

A39 ------- 266.7 0.5 

A40 ------- 271 1 

Results are shown in figures below. 

 

Figure 2. Effect of nanoparticle type on the thermosyphon performance, thermal resistance. NP 

concentration:0.5%wt  

At the same NPs concentration (0.5% wt), the “Cu@C” (A55) nanoparticles allow a lower 

thermosyphon thermal resistance whatever the heat power is. 

  

Figure 3. Effect of nanoparticle concentration. NP: Cu 

The effect of the NPs concentration is clearly observed in figure 3, the higher the concentration, 

the lower the thermosyphon thermal resistance, that is, the better its performance. However, the 

trend is different depending on the heat power to be dissipated, figure 4. 
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Figure 4. NP concentration vs heat power. Cu as nanoparticle 

Other point analysed is the NP size, figure 5. 

 

Figure 5. Effect of nanoparticle size. NP: Al2O3 

The lower the concentration, the lower the thermal resistance.  

To quantify the thermosyphon performance improvement when nanofluid is used, two 

experimental tests are carried out, figure 6. One with distilled water “E05”as working fluid 

and the other with “A35” nanofluid. 
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Figure 6. Thermosyphon performance for both A35 nanofluid and base fluid (distilled water) 

The improvement of the nanofluid is clearly observed in figure 6. A 8% thermosyphon “Rt” 

improvement is achieved at any heat power dissipated. 

Summary/Conclusions  

 Nanofluids present a high improvement capacity for the thermosyphon performance. 

 The nanoparticles type, size, concentration, as well as the dispersants used, have a great 

influence on the thermosyphon performance. 

 There is much work to be done, both theoretically and experimentally, to achieve 

widespread use of nanofluids as elements to improve the cooling capacity of 

thermosyphons. 
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Abstract  

The heat transfer of a high temperature latent heat 

storage unit was measured and modelled 

numerically. The model was fitted to the 

experimental data. The material stability and 

(dis)charge times of less than an hour for 10K 

charging temperature were verified. 

Keywords: Latent heat, heat storage, industry. 

Introduction/Background 

Small-scale PCM heat storage measurement is 

compared with model calculations. The boundary 

conditions and assumptions of the numerical, 1-

Dimensional Matlab model are shown in Figure 1. 
 

 
Figure 1: Schematic representation of the model 

The thermal conduction of heat propagation in the 

material is determined by: 

        
                     

       
 (1) 

And the transition of heat from charging medium 

to storage material is calculated by: 

       
               

 
 
 
 

     

 

 (2) 

Discussion and Results 

The input data of the model was obtained in small-

scale experiments of roughly 120 g storage material 

in sample tubes. They were placed in a thermal bath, 

see Figure 2. The thermal conductivity is in an order 

of magnitude of 4.4 Wm
-1

K
-1

[1]. 

       

Figure 2: Experimental set-up of cyclic melting & solidification 

The oil temperature is used as charging temperature. 

Figure 3 shows model and experiment results. 

 

Figure 3: Plot of calculated and measured temperatures 

Summary/Conclusions  

The optimum heat transfer coefficients were found 

to be 270 Wm
-2

K
-1

 in liquid and 530 Wm
-2

K
-1

 in 

solid phase. Higher heat transfer rates are expected 

when oil is replaced by steam/water[2].  
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Abstract  

The end use of green hydrogen has been a research 

topic during the last decades. For instance, different 

studies have been focused on the use of generated 

green hydrogen as fuel in domestic or industrial 

scale burners. The main technological challenge in 

the design of hydrogen burners is to maintain both 

a high hydrogen fuel content and acceptable levels 

of NOx emissions. This clearly requires new or 

modified existing combustion devices for 

hydrogen. In that sense, non-premixed combustion 

could be a useful approach for the design of 

hydrogen burners since they eliminate the flashback 

phenomena. In this context, the present poster 

shows the main results and conclusions derived 

from our research line, which is related to the 

design of low NOx hydrogen burners.  

 

Keywords: Hydrogen, combustion, NOx 

emissions, CFD modelling 

Introduction/Background 

Within the context of an increasing renewable 

energy power plants, the energy storage will play 

an important role in the power grid towards 

decarbonisation of the energy system [1]. Among 

others, green hydrogen is becoming a promising 

energy vector, which could be produced through 

electrolysis using the energy excess in low demand 

periods and stored to be afterwards used in different 

applications [2].  Concerning the use of alternative 

fuels in domestic and industrial scale boilers, 

hydrogen can be used as a substitute for natural gas, 

eliminating the CO2 and CO emissions derived 

from its combustion. Nonetheless, due to its 

physical properties, hydrogen presents several 

particularities. Among others, it has a wide 

flammability limit in air (4-75 vol%), low ignition 

energy in air (0.019 mJ), low density (0.0899 kg/m) 

and high adiabatic flame temperature (2380 K) [3]. 

In that sense, non-premixed burners, which are 

commonly used in industrial boilers and gas turbine 

combustors, are preferable since they ensure safer 

operating conditions avoiding flashback and 

explosion risk when fuelled completely by 

hydrogen. Nonetheless, in non-premixed burners, 

flames react at near stoichiometric conditions, 

resulting in near-adiabatic flame temperatures and 

consequent increase in thermal NOx formation.  

Accordingly, the present poster summarises the 

most relevant results and conclusions focused on 

the characterisation of thermal NOx formation in 

hydrogen diffusion flames for the design of low 

NOx burners in the domestic and industrial sectors.   

Discussion and Results 

The first research stage accounted for the 

characterisation of NOx formation in hydrogen 

diffusion flames [4]. Single flame configuration 

was considered through a coaxial jet burner. 

Experimental and numerical results were used to 

assess the thermal NOx formation trends under 

different operating conditions (thermal power, air 

excess level and flame regime). Following the 

approach of [5], the NOx formation trends were 

characterised taking as basis microscopic 

parameters (NOx formation volumes, NOx reaction 

time scales and flow time scales). Finally, NOx 

reduction strategies were presented for the design 

of low NOx hydrogen diffusion burners.  

Based on the initial research stage and a thorough 

literature review, a novel design approach was 

considered for the design of low NOx hydrogen 

burners for domestic and industrial burners. A new 
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case study was defined taking as basis existing gas 

turbine combustor designs. Hence, geometry 

scaling laws and operating conditions were adapted 

to study the feasibility of such novel burner for the 

design of low NOx hydrogen [6]. Following the 

same methodology, numerical calculations and 

experimental measurements were carried out to 

assess the feasibility of the defined hydrogen burner 

concept.    

Summary/Conclusions  

It can be concluded that green hydrogen is a 

potential alternative towards the decarbonisation of 

the domestic and industrial sectors. The present 

poster summarises the most important outcomes 

derived from the research work related to the 

characterisation of NOx formation in hydrogen 

diffusion flames. The results also showed that low 

NOx burners can be designed keeping 

concentration values below the current European 

limits.  
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Abstract  

Absorption Heat Transformers (AHT) and High 
Temperature Compression Heat Pumps (HTHP) are 
two mature technologies for the heat recovery and 
upgrade of industrial waste heat. Temperature Lifts 
up to 50 K and delivery temperatures up to 150 ºC 
are possible with both technologies, but the initial 
investment cost and operation costs are different. 
Based on thermal an electrical performance data 
from measured devices these costs and the CO2 
emission reduction achieved are compared for a 
reference case of a device delivering 297 kW of 
revaluated heat with a temperature 125 ºC, using 
waste heat with temperatures between 75 and 95 ºC.  

Introduction/Background 

The performance of a new AHT in a refinery was 
thoroughly investigated in [1]. The system with an 
adiabatic absorption chamber and an innovative 
non-condensable gases purge system delivered 
between 200 and 300 kW of revaluated heat with 
temperatures between 115 and 135 ºC. 

Figure 1: Thermal Performance of AHT and HTHP 
 

Based on the thermal performance of this prototype, 
the performance of an AHT delivering 297 kW of 
useful heat at 125ºC is compared with that of an 
HTHP for heat source temperatures between 75 and 
95 ºC. The investment cost of the AHT increases 
with decreasing activation temperature that need 
larger heat exchanger areas. The COP of the HTHP 
have been calculated assuming constant isentropic 
efficiencies similar to those of commercial devices. 

Discussion and Results 

 The electric consumption of AHT and HTHP are 
calculated based on the AHT system from [1]. The 
electrical consumption of external pumps for HTHP 
is around 1/3 of those of the AHT, because it has one 
circuit less and the waste heat flow is smaller.  

 

 

 

 

 
 
 

Figure 2: Electrical consumption (left) and yearly savings (right) 

The yearly economic and CO2 savings substituting a 
gas boiler with both alternatives have been calculated 
for two scenarios, with different ratios between 
electricity and gas costs. 

 

 

 

 

 
 

Figure 3: ROI of AHT and HTHP based systems 
 

Summary/Conclusions  

The economic and CO2 savings are between 1.5 and 
7.7 times larger for AHT systems, with much lower 
electricity consumption. Depending on the ratio of 
electricity and gas costs, the ROI can be better for 
AHT even with much larger investment costs (Cinv). 
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Abstract 

A mathematical model representing the LHP's 
performance is developed with special interest in 
the primary wick (structured wick instead of the 
traditionally used unstructured wick). The model 
validation shows a very accurate prediction with 
respect to the experimental values for a given LHP 
configuration and operating conditions. The 
influence of certain design parameters is analysed: 
diameter of the capillary and length of the tube. 

Keywords: capillary pressure, loop heat pipe, 
wick, two phase cooling. 

Introduction/Background 

The difficulty in economically and efficiently 
cooling power electronic devices has led to the 
development of new architectures and materials [1] 
as well as to the development of new refrigeration 
technologies [2]. Among these technologies are the 
so-called Loop Heat Pipes, "LHP". This work aim 
is to develop a mathematical model of a LHP 
composed of a structured primary wick. Likewise, 
both model validation and design and operation 
variables influence analysis are carried out. 

Discussion and Results 

Figure 1 shows the general operation of a LHP. By 
applying the conservation laws (momentum, mass, 
and energy) to each of the constituent elements, the 
LHP's mathematical model is obtained. 

 
Figure .1: LHP diagram showing the constituent elements 

Model accurately predicts the LHP real 
performance, as depicted in figure 2. 

 
Figure .2: Model validation 

The effect of pipe radius is shown in figure 3. 

 
Figure .3: Operating temperature vs tube radius for a tube 

length "Lv = 0.2m" and condensing temperature Tc = 20 °C 

Summary/Conclusions  

Model matches the experimental values (less than 
4% of drift). The model allows to check the effect of 
certain parameters on the operating temperature. 
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Abstract 

The aim of the given work is to shed light on bulk structural changes in transformer oil-based 

ferrofluid (TOFF) with magnetite magnetic nanoparticles (MNPs) as well as the magnetic 

fluid-solid interfaces under the influence of various electric fields by means of neutron 

reflectometry (NR). The concentration of the Fe3O4 NPs in the magnetic fluids (MFs) was 

around 0.6 vol %. In the absence of electric field and up to100 kV/m we observed only 

wetting MNPs layer at the electrode surface, but with increasing field strength additional 

MNPs layer was formed. At sufficiently strong electric field (700 kV/m) the second layer 

became even more saturated than the initial one. The reason of such development is 

polarization of the particles and their interaction as dipoles. Such layering has a potential 

effect on more effective heat transfer from electrical conductor (transformer winding) to the 

cooling liquid. 

Keywords: transformers, working fluids, transformer oil, ferrofluids. 

Introduction/Background 

During the transformer operation it is necessary to transfer the heat from the transformer. The 

insulating liquids are a major part of the insulation system also in other electrical equipment 

like circuit breakers, switchgears, bushings, cables, capacitors etc. [1]. Due to an increasing 

demand on the effective cooling, the applied liquid medium has to exhibit high specific heat 

and thermal conductivity with low viscosity and pour point [2]. It was found that Fe3O4 NPs 

cause an increase in convection heat transfer in the absence of magnetic field [3]. Moreover it 

was observed that the presence of the NPs in the liquid medium can paradoxically enhance its 

electro insulating properties too. In the close area around power transformers the essential 

conditions for the induction of thermomagnetic convection are also well met. Therefore it is 

crucial to investigate structure of TOFF near surface under working conditions of 

transformers. NR has been intensively used to study structural changes of ferrofluids under 

external magnetic fields [4]. In this paper, we present results of NR measurements of TOFF 

on planar silicon surface under the different homogeneous electric fields.  

Discussion and Results 
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Magnetite MNPs with the mean size 9 nm were synthesized by chemical co-precipitation 

method from aqueous solution of ferrous and ferric ions, then sterically stabilized by 

chemisorbing of a single oleic acid layer. Synthesis of MF was performed at IEP SAS. The 

neutron reflectometer GRAINS with a horizontal sample plane configuration installed at the 

pulsed IBR-2 reactor at JINR (Russia) was employed for NR measurements. As a preliminary 

result it was found that application of electric field leads to formation of additional MNPs layer 

at the initial wetting layer with further reordering with increasing electric field more than 700 

kV/m. Moreover the effect of electric field is visible for 3 hours after switching the field off.  

Figure 1. Left: NR data taken when applying electric field from 0 kV/m to 700 kV/m. The solid 

lines represent fits to the data. Inset: NR data for q-range [0.03; 0.06] Å
-1

. Right: profiles of SLD 

plotted as a function of distance z from the Si(100) surface determined from the results of the 

fits. 

Summary/Conclusions  

The assembling of MNPs of a classical ferrofluid (magnetite coated with oleic acid in 

transformer oil) in wetting layer on a planar silicon surface with copper electrode film was 

observed by NR. In the static electric field, the particles are polarized and due to the high 

dielectric contrast between the transformer oil and magnetite, the induced dipoles are strong 

enough to activate the attractive interaction. Therefore, iron oxide nanoparticles in magnetic 

fluids form additional dense layer with thickness about 40 nm between wetting layer and 

homogenous magnetic fluid. At the critical field, this effect is associated with the decrease in 

particle concentration in the near electrode region. The observed self-assembled layering could 

be used as additional barrier at the inner surface of transformer to increase dielectric breakdown 

voltage of working fluids. Also the secondary flows induction by electric field could disturb the 

resistive boundary layer and advance heat transfer. 
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Abstract Desalination plants are 

indispensable systems in some areas for the 

creation of drinking water, and their biggest 

obstacle is the large amount of energy 

required for reverse osmosis, representing 

more than 50%-60% of production costs, so 

there has been a huge development in 

energy recovery systems up to those used 

today, with almost unbeatable efficiencies.  

However, this energy balance could be 

further improved by using micro-hydraulics 

at points where a considerable amount of 

energy is currently wasted, such as in the 

load-break of the waste water when it is 

discharged into the sea when it is at a lower 

level. For this, however, it will be necessary 

to adapt these technologies with the 

materials required according to the very 

specific salinisation characteristics of this 

water. 

Keywords: desalination, energy-recovery, 

micro-hydro, materials 

Introduction/Background 

The Bilbao School Of Engineering offers a 

wide variety of training courses and as part 

of the multidisciplinary nature of industrial 

engineers, there is an option to study the 

specialty of Hydraulic Energy, in which 

desalination is analysed from different 

points of view. 

To begin with, within the subject of Water 

Resources Management and Hydroelectric 

Power Plants, desalination is studied as an 

alternative to be taken into consideration 

for the main water resources available to 

human development, especially in some 

specific areas. 

On the other hand, it is also treated as part 

of Fluid Facilities and Technology subject. 

It deals with the operation, calculation and 

sizing of many of the main elements that 

make up water plants, and specifically 

desalination plants, such as the pumps 

required during the process and the types of 

turbines that could be employed at different 

points for energy exploitation, etc. 

In addition, within Exploitation and 

Maintenance of Hydraulic Systems, 

different methods of calculation, statistics 

and data processing are studied, which are 

directly applicable to desalination plants 

and their sizing. 

Likewise, desalination is also introduced in 

the subject of Fluid Networks, which is 

essential for understanding all the civil 

works involved in a plant of these nature 

and, above all, for properly sizing all the 

piping equipment and its corresponding 

characteristics that the networks must have 

before, during and after their passing 

through the plant, depending on their 

corresponding requirements. 

Finally, thanks to Computational Fluid 

Mechanics, it is possible to understand and 

learn how to use one of the most modern 

and useful tools on the market, Star CCM+, 

which can be directly applied, once again, 

in the most detailed calculations of the 

different systems that make up these plants. 

Bearing all this in mind, the main objective 

will be to implement what has been learned 

in order to give a new perspective on 

desalination plants, specifically on the 

energy recovery that is required for them to 

be truly viable, since energy consumption is 

the biggest cost involved in seawater 

desalination, representing more than 50%-

60% of production costs [1]. 
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Discussion and Results 

As is well known, in order to produce the 

separation of salts and water in the 

membranes, it is necessary to give the 

membranes a pressure higher than the 

osmotic pressure of the salt solution, and it is 

hence required to bring the seawater to a 

pressure of approximately 55-80 bar at the 

membrane inlet [2]. Energy Recovery 

Systems take advantage of this pressure to 

return it, to a large extent, to the water 

entering the membranes and thus reduce the 

amount of energy to be supplied by the 

pumps to reach the high pressures 

mentioned. 

HOW IT STARTED 

The first idea for energy recovering was to 

install a traditional reverse pump, which was 

not very flexible with the variations in the 

operation of the plant [3]. 

The introduction of the Pelton turbine solved 

many of these inefficiencies, as it had a 

higher recovery efficiency of 88% compared 

to 77% for the inverted pump, and also 

allows for variations in inlet pressure. In this 

case, the power was used to assist the electric 

motor of the high-pressure pump. This 

system, however, became obsolete [4]. 

In an attempt to reduce costs and energy 

consumption, another, more compact Energy 

Recovery Unit was developed, in which the 

pump and turbine were joined in reverse with 

a single shaft.  This was the so-called 

turbopump. Subsequently, the much smaller 

tubocharger was developed in a similar way. 

HOW IT GOES ON 

Currently, the most widely used technology 

is the Pressure Exchange Chamber. On the 

one hand, rotational chambers, particularly 

the ERI (Energy-Recovery Inc.), which 

makes the two flows, the pressurised brine 

and the new feed, collide, transferring the 

energy from the first fluid to the next (see 

Figure 1), with with efficiencies of 98 % [5]. 

 

Figura 1. Schematic of Reverse Osmosis system with 
Rotational Pressure Exchange Chamber [6] 

And on the other hand, the displacement 

ones, with special emphasis on the DWEER 

(Dual Work Exchanger Energy Recovery), 

which basically consist of two cylinders with 

pistons and a set of valves and ultimately 

perform the same function (see Figure 3), 

with efficiencies of 96 % [7]. 

 

Figura 2. Typical structure schematic view of DWEER [8] 

Given the high performance of these new 

technologies, the margins available for 

reducing the energy consumption of the 

desalination process by these means are 

already quite small, and it would be 

interesting to combine this with other 

concepts. 

HOW IT CAN BE IMPROVED 

One option for improving the energy balance 

of desalination plants is the hybridisation of 

the current devices with new renewable 

technologies, such as micro-hydro, which 

has been gaining weight in the recent times. 

Given that some of the plants, depending on 

the geography of the area in which they are 

located, return the brine to the sea at a point 

several metres below their level, it would be 

interesting to take advantage of this 

difference in potential, which is currently 
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wasted, for the generation of hydroelectric 

energy. 

To achieve this, there is a range of studies for 

adaptations of traditional Pelton [9, 10, 11], 

Turgo [10, 12, 13, 14], Banki [15, 16, 17, 18, 

19, 20, 21] , Francis [22, 23, 24, 25] and 

Kaplan [26, 27] (see Figure 3) turbines for 

these lower-than-usual head and flow rates. 

And there are also new reserarches and 

technologies designed directly for these new 

points, which could be suitable for micro-

use: variable speed PATs [28, 29, 30] , to 

adapt to the conditions of the plant at each 

moment while maintaining their 

performance, gravitational microturbines 

[31], hydrokinetic turbines [32, 33, 34], or 

hydro-screw turbines [35, 36](see Figure 4). 

 

Figura 3. Perga Turbogenerator (Kaplan variation) [27] 

 

Figura 4. Hidrotor Archimedes Screw Generator (New 
Technology) [36] 

The problem lies in the fact that this water 

returned to the sea has a very high 

salinisation, and therefore it would be 

necessary to adapt the designs of these new 

technologies by using the appropriate 

materials to comply with the required 

characteristics. The special condition to be 

met by these materials is basically having a  

Pitting resistance Equivalent Number 

PREN>40 (where PREN = % Cr + 3.3 x % 

Mo + 16 x % N), the minimum level of 

alloying required to resist crevice corrosion 

in seawater by standards, such as the 

Norwegian oil and gas NORSOK standard. 

Therefore the possible choices would be 

UNS S31254 [37], UNS S32750, UNS 

S32760 and UNS 32550. 

Conclusions  

In summarizing, the technology of energy 

recovery in desalination plants is at a point of 

great development, so it is very difficult to 

further increase its efficiencies. However, it 

is possible to achieve higher energy balances 

by hybridisation with micro-hydraulics at 

lower discharge points.  

New lines of research must therefore be able 

to combine knowledge of microhydraulics 

and research into the materials that would be 

required for these physical-chemical 

characteristics of the brine. 
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Abstract 

The purpose of this project is to carry out an 

economic and technical analysis of the conversion 

to natural gas of the engine of a tourist boat in the 

urban environment Bilbao River. The project has 

to study both the feasibility of a complete change 

of engine and/or the dualisation of the existing 

one; the availability of fuel storage in CNG 

(compressed) mode onboard and the additional 

necessary safety measures [1]. 

In addition, the project will provide a solution for 

refueling from land and at the berth of the boat [2], 

including the calculation of the equipment 

necessary to provide CNG supply, refuelling 

times, electrical energy needs and the surface area 

that such equipment requires on land [3]. 

Furthermore flexible connection to the boat, safety 

and fire protection systems, will be studied. 

Keywords: Natural Gas (NG), Compressed 

Natural Gas (CNG), Carbon Footprint, Air 

Quality, Net emissions. 

Introduction/Background. 

Within the strategy for the transition to a 

decarbonised economy, natural gas is classified as 

an alternative fuel according to Article 2(1) of 

Directive 2014/94/EC. 

This is presented as a real, available and 

affordable solution, which allows reducing the 

carbon footprint of any means of transport, as well 

as improving air quality in cities by eliminating 

particulate matter, especially sulfur and nitrogen 

oxides [4]. 

Discussion and Results 

A short summary of calculations and a succinct 

discussion of key results through figures and tables 

will be presented. 

Summary/Conclusions 

In the future, Natural Gas can even be replaced by 

100% renewable Natural Gas biomethane or in the 

proportion that the market will allow [5], leads to 

neutral or even negative net emissions (acting as a 

CO2 sink) 
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Industrial waste heat recovery (WHR) and its conversion to power may
become more feasible thanks to novel thermally integrated configuration
of Carnot Batteries (CB).
WHR in industries:

- Often coupled with high technological cost and lack of incentives

- Many industries which pay high capacity reserve due to oscillations in
electricity consumption are also abundant in the excess of waste heat

- Utilizing this waste heat by the means of CB brings an interesting opportunity
for the industries

- Objective – to analyze:
- the possibility of utilization of upgraded heat in the industry
- maximization of the waste heat utilization
- applicability for pilot system

- Solution
- Novel configuration of a thermally integrated CB improves WH utilization and

increases overall performance
- Waste heat is supplied during the discharge process together with the heat from

the storage
- The upgraded heat in our analyses needs to be useful for technological purposes

• 3 discharge options – waste heat + storage; storage only; waste heat only

Reference models
- Standard configuration with ORC

- Concentration based storage (similarities with Kalina cycle)

INTRODUCTION

- Case study

- Performance mapping
- Reference ORC

- Proposed system

- Sensitivity on source and storage temperature glide

PROPOSED CONFIGURATIONS FOR WHR CB SYSTEMS

RESULTS

DISCUSSION & CONCLUSIONS

- Potential improvement in WH utilization by a novel reversible ORC CB configuration
- Round trip efficiency increase along with increase in power
- May operate at reduced power also when only with WH or only storage

- Experimental validation of the novel configuration is needed to verify whether the
increased complexity and cost of the system would be justified, especially part-load

* Vaclav.Novotny@cvut.cz This work was supported by Technology Agency of the Czech Republic (TACR), project no. TJ04000326 Waste heat utilization for 
energy storage based on the concept of Carnot batteries 

METHODS

- Selected working fluid R1336mzz(z)
- Boundary conditions based on considered pilot plant
- Case study – quenching kiln

• Heat source: 2 kg/s water, 60 / 50°C
• Thermal storage: 90 / 80°C
• Ambient heat rejection 20 / 30°C

- Consequently a comprehensive performance mapping over possible temperatures
range

Case COP ηRC ηRT Wchar QWasteHeat
(char / disch)

Wdisch

TI-PTES-standard 4.73 7.39% 35% 22.4 kW 83.7 / 0    kW 15.9 kW

TI-PTES-recup. 4.73 7.93% 37.5% 22.4 kW 83.7 / 0    kW 16.7 kW

Novel WH integr. 4.73 8.33% 39.4% 22.4 kW 83.7 / 41.8 kW 23.3 kW

Concentration concept n.a. n.a. 171% 0.5 kW 63   / 63 kW 2.1    kW

WHR only - 0.02 Infinity - 0 / 46 kW 0.9    kW
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P2H2P SYSTEMS

• Power scale from largest electro-chemical
batteries to large hydro plants

• Capacity scale from hours to days (in
concepts even weeks)

• Interesting for cheap renewable power
regardless lower efficiency

• Largely based on existing technologies

RESULTS & DISCUSSION

As the penetration of renewables with large intermittency increases, electricity storage demand is rapidly increasing on all levels of duration and capacity, from short-term
systems to systems capable of storing energy in order of hours or even days. Considering technically feasible technologies for long term storage, which are however not
geographically dependent, the options include Liquid Air Energy Storage (LAES), Power to Fuels (P2F) and Carnot batteries, i.e. Power – to – heat – to – power (P2H2P). Out of
these systems, storing electricity into heat has a potential of very low cost in comparison to alternatives.

ANALYSED CONFIGURATIONS & BALANCE MODEL RESULTS

Electrical heating + Rankine cycle

• Highly regenerated

• Classical design of plants

• All technologies proven

• Solar salt 60% NaNO3 40% KNO3

suitable

• (cheaper, discharge T 299°C)

Pumped Thermal Energy Storage
• With liquid cold storage Charging Discharging
• Considered for CO2
• Temperatures lower

- would allow oil instead of salt

With solid cold storage Charging Discharging
• Considered for air and Ar
• Gas at low pressure always at

ambient pressure (for tank
consideration)

• Compression ratio ~ commercial
gas turbines

• Pressure ratio:

• Basic working principles:

• Range of technological possibilities:

• Selected fundamental technologies:

• Hot storage: 2 molten salt tanks (experience from CSP, limiting
temperatures for freezing and material decomposition)

• Cold storage: Rocks (< -50°C), Ice slurry (~ 0°C)

• Direct electrical heating + Rankine cycle

• Brayton heat pump + power cycle (working fluids air, Ar, CO2)

BOUNDARY CONDITIONS

• 30 MWe charging, 10 MWe discharging

• 15 h storage of electrical production

• Salt high temperature considered 380°C (limited corrosion) and 560°C (material
limit of nitrate salts)

• Minimum pinch point: 5 - 30 K (based on phase and state)

• Pump, compressor and turbine efficiency: according to real expectations

• Pressure losses: included in Rankine cycle

• Thermal losses: Negligible except for tank over seasonal operation

• Baseline round-trip efficiency

• Sensitivity analysis: pinch point (PTES)

• PTES – potential of additional ~ 3 - 5 p.p. with waste heat recovery
• Amount of salt for storage (15 h, 10 MWe production, RC system): 429 MWh,
• 11.5 M ton, volume 6 140 m3
• i.e. cylinder D 20 x H 20 m
• Thermal loss with 500 mm insulation: 100 kW
• Analysis of seasonal round trip eta with thermal losses: RC system: 30 %

Vaclav.Novotny@cvut.cz 736
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Absorption power cycle (APC)

- Known as Kalina cycle, with water-ammonia fluid, partly commercialized

- Limited application due to technical issues and failures, limited experiments

- Many theoretical works predict benefit from temperature glide, propose
complex configurations

- Suggested also combined power and cooling configurations

Water-LiBr working fluid

- Fluid common for absorption cooling, only few works suggest for APC

- Limited literature on prospect in waste heat (generally open loop heat source)
utilization by salt APC, no work on specific combined power & cooling system

- No experiments with salt solution APC reported, limited on actual T glide

- Certain specifics compared to Kalina cycle – LiBr non-volatile, low pressures

- Turbines appear as suitable expanders, at low T prospect of 3D print

THEORETICAL APC INVESTIGATIONS

INTRODUCTION AND STATE OF THE ART

THESIS OBJECTIVES

MAIN AUTHOR’S REFERENCES ON THESIS TOPIC

Vaclav.Novotny@cvut.cz

• Focusing on salt solution APC
• Find theoretical benefits and range of prospective applications
• Upon the theoretical potential, prove technical feasibility of the APC by:

• Designing and building APC as a proof-of-concept
• Demonstration of operability of APC and its components, including

turboexpander featuring additively manufactured components
• Provide comparison between theoretical and real operation of key system’s

components, especially regarding temperature glide and expander feasibility
• Based on system operation, suggest actual range of applicability and suggested

heading of future salt solution APC development

CONCLUSIONS

• Evaluated prospects of salt APC and APCC, suitable for low temperature
decentralized applications

• Built world’s 1st reported LiBr APC system, investigated its real parameters
• Temperature glide worse than predicted
• Heat transfer better in desorber, worse in absorber

• 3D printed polymer turboexpanders, especially for APC, technically feasible, further
performance optimization has prospect of higher efficiency

METHODOLOGY & MODELS

• Standard heat and mass balance
• Implementation of fluid properties, HX calculation by elements due to T glide,

iterative calculation of equation system in EES
• Configurations:

• Focus on technical feasibility - simple
• APC APCC (absorption power and cooling cycle)

• Considered parasitic load – especially important for low T systems

• Key performance indicators
• Cycle efficiency – not suitable for open loop heat source!
• Utilization efficiency – includes cycle efficiency & ability for heat extraction
• Energy & exergy efficiency, gross & net values

DMLS SLS FDM…SLA

Proof of concept
20 kWth, 300 Wel unit
- World 1st reported

salt APC
- Expander – nylone

3D printed turbine

- Potential with state-of-the-art expander (bypass operation) & actual system efficiency

- Theoretical & measured temperature glide profiles for desorber & absorber

- Expander performance – trials with air turbine, comparison with models & APC low
pressure vapour (mostly supersonic) turbine measured characteristics

EXPERIMENTAL LiBr APC DEVELOPMENT

• Salt APC superior to ORC below 120°C heat source in WHR applications
• Salt APC slightly better than

water-ammonia APC
• All salts similar performance

• LiBr has most technical exp.
• Importance of gross vs. net W
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THEORETICAL APCC INVESTIGATIONS

• Flexible ratio between cooling and power (linear change in parameters)
• Comparable to ORC for W, superior to compression chiller for cold
• Optimal WHR power production at different parameters than cooling

[1] Novotny V, Kolovratnik M. Absorption power cycles for low-temperature heat sources using aqueous salt solutions as working fluids. Int J Energy Res 2017;41:952–75. 
[2] Novotny V, Vodicka V, Mascuch J, Kolovratnik M. Possibilities of water-lithium bromide absorption power cycles for low temperature, low power and combined power and cooling 
systems. Energy Procedia 2017;129:818–25. 
[3] Novotny V, Szucs DJ, Špale J, Tsai H-Y, Kolovratnik M. Absorption Power and Cooling Combined Cycle with an Aqueous Salt Solution as a Working Fluid and a Technically Feasible 
Configuration. Energies 2021, Vol 14, Page 3715 2021;14:3715.
[4] Novotny V, Spale J, Pavlicko J, Szucs DJ, Kolovratnik M. Experimental investigation of a kW scale absorption power cycle with LiBr solution. 6th Int. Semin. ORC pow. Syst., Munich, 
Germany: 2021
[5] Novotny V, et al. 3D Printing in Turbomachinery: Overview of Technologies, Applications and Possibilities for Industry 4.0. ASME Turbo Expo 2019 Turbomach. Tech. Conf. Expo., vol. 
6, Phoenix: ASME International; 2019, p. V006T24A021. 
[6] Weiß AP, Novotný V, et al. Customized ORC micro turbo-expanders - From 1D design to modular construction kit and prospects of additive manufacturing. Energy 2020;209:118407.
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Abstract  

In the present study a sensitivity analysis of the S-
CO2 Recompression cycle efficiency was made, 
considering different compressor and turbine 
isentropic efficiencies and recuperator 
effectiveness, as very few real equipment has been 
developed for these S-CO2 cycles and uncertainty 
on the efficiency of these cycles exists. The study 
was done considering the high temperatures 
expected to be reached in future concentrating solar 
power plants. Also, considering these previous 
conditions, an analysis of the cycle performance for 
the expected future compressor and turbine 
efficiencies and recuperator effectiveness was 
done, achieving a net cycle efficiency of 46.25%. 
This cycle would be a direct competitor to the 
current state-of-the art Supercritical Rankine Cycle 
used in conventional thermal power plants, which 
can reach cycle net efficiencies up to 45.60%. 

Keywords: Supercritical CO2, Recompression 
cycle, concentrating solar power 

Introduction/Background 

New molten salts for concentrating solar power 
plants are being developed, which would be able to 
reach temperatures around 700 ºC and above [1]. 
Steam in conventional Rankine cycles could not be 
superheated above 627 ºC due to material limitation 
[2], but S-CO2 Brayton cycles would fit such high 
temperatures, being the Recompression cycle the 
most efficient S-CO2 cycle according to the state-
of-the art [3]. 

Discussion and Results 
An energy analysis of Recompression cycle was 
performed for different compressor and turbine 
isentropic efficiency and recuperator effectiveness. 
Also, with the expected equipment parameters, a 
simulation was done to see if Recompression cycle 
would be competitive against state-of-the art 

supercritical Rankine cycle, which can reach 
efficiencies up to 45.60% in conventional fossil-
fuel plants [4]. Results of this simulation are shown 
in the table below.  

Table 1-Comparison between Recompression cycle and 
supercritical Rankine cycle 

 Supercritical 
Rankine 
cycle 

Recompression cycle 
(expected equipment 
parameters) 

Cycle net 
efficiency 

> 45.60% 46.25% 

Cycle maximum 
pressure  

280 bar 200 bar 

Cycle maximum 
temperature 

610 ºC 680 ºC 

Summary/Conclusions  

It is concluded that, for the expected parameters of 
the equipment of the Recompression cycle, it would 
have a better energy efficiency than the start-of-the 
art supercritical Rankine cycles. 
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Abstract 

There are different ways of obtaining hydraulic 

resources. The most important ones are: in situ 

resources, like rivers, lakes or wells; water transfer 

and desalination. This process enables the 

obtainment of freshwater for human or industrial 

consumption where the access to drinking water is 

limited, like deserts or places near the sea.  

The desalination process has as its main objective 

the removal of salt from brackish waters. Once the 

water is stored, it is submitted to different physical 

treatment (filtering, decanting, etc.) and chemical 

processes. After this, it is compressed up to high 

pressures in order to produce the inverse osmosis. 

This last step consumes high quantities of energy. 

Therefore, it is necessary to install systems to 

recuperate part of the amount of consumed energy. 

 

Keywords: Desalination, brackish water, reverse 

osmosis, permeable membranes, hydraulic pumps, 

efficiency  

 

 

 

 

 

 

Introduction/Background 

 

We are a group of students pursuing the University 

Master in Industrial Engineering specialised in 

Hydraulic Engineering. This project starts with the  

subject of Hydraulic Resources Management and 

Hydraulic Power Plants in which the theme of 

desalination was covered.  

The main objective of this investigation is to study 

the inverse osmosis process, focusing on energy 

consumption and how it can be recuperated. 

 

Summary/Conclusions  

After studying the course of Hydraulic Resources 

Management and Hydraulic Power Plants, we 

have increased our knowledge about desalination 

and the different hydraulic sources and how they 

can be used in an effective way. 
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Abstract

Considering a simplified aluminium scrap
furnace,  the  impact  of  different
combustion and radiation CFD models was
studied. The Eddy Dissipation (EDM) and
Eddy Dissipation  Concept  (EDC) models
were  used  to  simulate  the  turbulent
combustion process, whereas the radiative
heat transfer was solved using the P1 and
fvDOM models respectively [1].

Keywords:  CFD  modelling,  Furnaces,
Combustion, Radiation

Introduction/Background

Industrial  flows  can  be  predicted  and
reproduced  through  CFD  simulations.
Neverthless,  computational  costs  and
modelling difficulties could be prohibitive
in problems with strong coupling between
different physical phenomena. Since CFD
simulations  for aluminium scrap furnaces
could  lead  to  the  mentioned  difficulties
[1],  the  present  poster  summarises  a
baseline CFD study to evaluate the impact
of  simple  and  complex  combustion  and
radiation models in such cases.

Discussion and Results

In comparison with the EDC model, EDM
was able to predict the general temperature
distribution and recirculation vortices within
the chamber,  showing more homogeneous
temperatures in the post-flame region. The
temperature  distribution  through  the
aluminium load and the chamber centerline
demonstrated that the P1 model was able to
predict  the  temperature  distributions  with

minor  deviations  with  respect  to  the
fvDOM.

Summary/Conclusions

EDM  presents  good  qualitative  results
despite  the  higher  peak  temperatures  and
slightly different distributions comparing to
the EDC. In terms of accuracy/cost, it can
be  a  good  alternative  for  parametric
calculations due to its lower computational
cost. Moreover, the P1 and fvDOM models
showed  similar  behaviour,  indicating  that
the P1 model would be sufficient to capture
the temperature  distribution  in  the present
case.
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Abstract 

The water catchment in Spain is of 3188 

million of cubic meters per year. This water 

comes from three different sources: 

superficial water, underground water or 

desalination. For any of the sources, the 

water will undergo a treatment process 

before human consumption, being the 

reverse osmosis the main part of 

desalination plants. From all the water in 

Spain, 154 million of cubic meters per year 

are produced by desalination, being the 

Canary Islands the main producers [1]. In 

Spain, there are 765 desalination plants, 

both for seawater and brackish water. The 

total capacity of these plants is 5 million 

cubic meters per day [2], which would lead 

to 1825 million cubic meters per year, 

quite lower than the real produced amount 

mentioned before. The main reason for the 

low production by desalination is the cost 

derived from the high quantities of energy 

needed for the reverse osmosis. 

Keywords: desalination, reverse osmosis, 

seawater, brackish water 

 

 

 

Introduction 

At the Faculty of Engineering Bilbao we 

have the option to work with a company, 

but being at the university. They are the 

so-called “Company rooms”. One of the 

companies working with the University of 

the Basque Country in this way is the 

“Consorcio de Aguas Bilbao Bizkaia”, and 

we form de “Water room”, in which eight 

students work in our end of master 

projects. We have carried out this poster, 

as part of the program. Even if we come 

from different academic backgrounds 

(Industrial Engineering, Chemistry, 

Renewable energies and so on) the 

knowledge about desalination is useful for 

all of us, and doing this research has 

improved it. 

 

Research 

Actually, Spain is one of the countries in 

the world that produces the most 

desalination water, as it is the fourth 

country in terms of installed capacity, 

behind only Saudi Arabia, the United States 

and the United Arab Emirates. 

There are currently 765 desalination plants 

installed in Spain with a production of 

more than 100 m³/day, of which 360 are 
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seawater desalination plants and 405 are 

brackish water desalination plants. In 

terms of production, 99 are high-capacity 

desalination plants (production between 

10.000 and 250.000 m³/day), 450 are half-

capacity desalination plants (production 

between 500 and 10.000 m³/day) and 216 

are small-capacity desalination plants 

(production between 100 and 500 m³/day) 

[2]. 

According to the most up-to-date data 

(AEDyR-Spanish Association of Desalination 

and Reuse), around 5.000.000 m³/day of 

desalinated water is currently produced in 

Spain for water supply, irrigation and 

industrial applications. 

 

Figure 1. Main desalination plants in 

Peninsular Spain [3] 

The main part of the desalinated water 

is produced in the Canary Islands, with 

almost 80% of the total being distributed in 

these islands. This is due to the lack of 

other sources and the development of 

these desalination plants during the years. 

 

Figure 2. Main desalination plants in the 

Canary Islands [4] 

 

 

Conclusions 

Spain is one of the main countries 

producing desalination water. That is why 

the students in areas such as hydraulics 

should have general knowledge in this 

topic. With this project, we aim to analyze 

the situation in Spain and its potential as a 

source of water. 
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Abstract (12-pt Times New Roman) 

Renewable energy is a necessary factor to consider 

as part of the process to develop highly efficient 

buildings. Although intermittently, solar energy is 

unlimited and with a very high potential to be used 

to cover energy necessities. Alternatively, Heat 

Pumps (HP) represent a technology that, if 

properly and efficiently operated, can also be 

considered as renewable solution as well.  

The interaction of Solar Thermal Façades (STF) 

[1] and HPs, two technologies that separately have 

demonstrated its potential are considered in 

combination for this study. The research considers 

a case study of Solar Assisted Heat Pump (SAHP) 

[2] located in Derio, Spain and demonstrates the 

potential of this combination to significantly 

improve the energetic efficiency of buildings. 

Keywords: Solar Thermal Façade; Unglazed 

Collector; Solar Assisted Heat Pumps; 

Introduction/Background 

In the path towards the descarbonization the 

energetic performance of buildings is one of the 

key actors. The improvement, renovation and 

adaptatation of all the built heritage implies a 

mastodontic effort. The solution is not simple 

neither straightforward. There’s no “one fits all” 

intervention that is always usable, but a set of 

multiple technologies and systems with different 

implications and behaviours. There’s a necessity 

to combine and adapt al those different systems, 

devices and solutions enabling a higer flexibility 

to cover a wider scope of scenarios.  

This study highlights the potential benefits of a 

SAHP [2], when an unglazed solar façade [3] and 

a heat pump are used in a synergetic combination. 

A total surface of 18 m
2
 connected to the source 

side of a 6 kW electrically-driven liquid-to-liquid 

heat pump a result, were installed and tested at 

Tecnalia’s Kubik® experimental building in 

Derio, Spain. 

 The combined system was measured during 7 

months in 2018 monitoring the performance of 

both the SAF and of the HP. 

Discussion and Results 

A short summary of experimentally measured 

parameters and a succinct discussion of key results 

through figures and tables will be presented. 

Summary/Conclusions  

STF and HP individually, both are interesting 

solutions for improving the eficiency of buildings. 

But a synergetic combination of both technologies 

represents a more ambitious opportunity to boost the 

performance of combined systems. 
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Abstract 

In casting steel parts, the old unwritten foundry 

rules said never to feed or fill the part mold with 

liquid metal above 0.8 m/s. This rule described 

very well the existence of defects that appeared 

when it was not respected. This practical 

knowledge observes in all the traditional filling 

methods used in the foundry technique. It's a 

choice prior to the designer and then transferred to 

the filling and cooling simulation software.  

The definition of the physical problem of what 

happened at higher speeds has not been addressed 

until the recent studies of Dr John Campbell. In 

these studies, the bifilm theory is qualitatively 

developed, which conceptually describes what 

they discovered in the aluminum smelter.  

Our work continues with this study in steel parts. 

It works with the defects found in real pieces, 

recategorizing them and proposing physical 

simulation alternatives to quantify them. This 

article also emphasizes in the need to develop a 

mathematical model of the bifilm theory to be able 

to implement it in the CFD trading softwareation 

of the metal and the formation of the faults. 

Keywords: Cast, , Bifilm, Steel foundry, Defects, 

Numerical analysis, Fluid dynamics, Flow 3D. 

Introduction. 

Since the 1980s, there has been a profound 

technological change in the field of metals and 

materials, driven by strong competitive pressures. 

The boxes of mold and the supply channels need 

to be carefully optimized in order to control the 

correct directions of solidification trying to avoid 

these faults [1]. Finally a fully experimental work 

was carried out in order to validate the 

computational model considering different 

parameters such as time, temperature, velocity and 

geometrical design of the mold [2]. 

Summary/Conclusions 

The experiments carried out and their 

computational verification have allowed us to 

adapt the costs and design times to propose this 

verification methodology in large pieces and, 

therefore, with high costs [3]. 

And most importantly, we open up a field of 

research that has not been tackled to date 

(although it was detected by Professor Campbell's 

studies) [4] on what happens to metals in a liquid 

state (temperature greater than 1000º) moving in a 

very turbulent regime (speeds greater than 1 m/s) 

involving Reynoldsols > 4000). 
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Abstract 

Alternative fuels are being considered in gas 

turbines given the scarcity and costs of 

conventional fossil fuels but also due to climate 

change concerns. This paper is focused on a 

comparative study of performance and emissions 

between fossil and alternative fuels. 

A fully CFD model was built as a result of the full 

CHEMKIN® implementation, based on the results 

provided by a scaled experimental facility, fully 

monitored and ready for burning both fossil and 

alternative fuels such as natural gas and a gas 

derived from biomass respectively. It is 

demonstrated a good agreement between the 

experimental data and CFD results, which 

validates the computational model and justify its 

use for further characterizations of other fuels 

prior to a big scale implementation in a thermal 

power plant. 

Keywords: Alternative fuels, bio gas, CFD, 

efficiency, natural gas. 

Introduction. 

Natural gas expectations as fuel replacement in 

some sectors are suffering a substantial increase 

but the most important fact is that recent increases 

in crude oil prices have brought alternative fuels 

into the energy scenario. General Electric, Pratt & 

Whitney, and other gas turbine manufacturers, 

have been testing these fuels in their machines for 

a long time [1]. Today, bio-fuels have an 

additional attraction as they are considered 

“renewable sources” which is a strong argument 

for the success of their implementation [2]. 

Gas derived from biomass (BG) obtained in 

fluidized beds has been revealed as a credible 

option [3]. The gas matrix contains high traces of 

ashes, which are crucial to be eliminated, 

otherwise the gas would not be suitable for 

burning in gas turbines due to the enormous 

abrasive action of the exhaust gases caused by the 

high temperature (around 800ºC) combined with a 

high speed around the blades as described in [4]. 

Conclusions 

The complete methodology for the evaluation of 

the boiler and global efficiencies associated to the 

burning of NG and BG (regarding both Gross and 

Lower Calorific Values) with a innovative 

improvement on the definition of the “difficult 

evaluation losses term” has also been carried out 

here, obtaining for the Bio Gas and Bio Oil values 

really close to the ones referred to the Natural Gas 

(such as 92 % and 39 % for boiler and global 

efficiency respectively). 
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Abstract 

Current trends in CO2  supermarket refrigeration 

have somewhat left Two-Stage compression 

system architectures out of the main spotlight. In 

this work, a Condensing Unit for CO2  supermarket 

refrigeration is tested in a climatic chamber. The 

system includes a Two-Stage rolling pistons 

compressor with vapor injection and inter-cooling. 

The condensing unit is tested in several operating 

conditions to characterize the system COP, with a 

special focus on also assessing the compressor 

performance. 

Keywords: CO2 refrigeration, Two-Stage 

Compression, Vapour-Injection, Inter-Cooling. 

Introduction/Background 

The F-gas regulation demand that HVAC&R 

researchers find cleaner and more efficient 

technologies. In the refrigeration sector, it has 

revived the interest in applying carbon dioxide 

(R744) as a refrigerant fluid. Mainstream attention 

is leaning primarily towards ejector solutions [1]. 

However, Vapour-Injection (VI) solutions could 

offer significant advantages [2]. This work 

presents an experimental study on a commercial 

Condensing Unit using a rolling pistons Two-

Stage compressor that allows for VI and Inter-

Cooling (IC). 

Discussion and Results 

The COP of the system varies from 3.6  at 

           [°C] to 1.6 at              [°C] at 

Medium Temperature working conditions. The 

ambient to gas-cooler temperature approach 

temperature when in subcritical is around 6-8 [K] 

and 2-4 [K] when in transcritical. Pressure ratios 

are higher for the first stage of compression. The 

internal heat exchanger assures that the liquid 

flowing to the expansion valve has enough sub-

cooling, increasing cooling capacity. For the tested 

conditions, VI and IC assure that 2
nd

 stage 

discharge temperature never exceeds 61.7 [°C]. 

 

(a) 

 

(b) 

Figure : Schematic of the system architecture (a) 

and overview of the test results (b). 

Summary/Conclusions  

A CO2 commercial Condensing Unit for 

supermarket refrigeration has been tested. The 

system includes a Two-Stage rolling pistons 

compressor that allows for VI and IC. The COP at 

ambient temperature of 20 [°C] proves to be about 

3.0 [-]. 
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